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Abstract

In this research project show the need for improved authentication systems.

An authentication system utilising textual associations formed from images as

passwords is created which relies on associative memory to recover the pass-

word at a later date. We detail a number of hypotheses and scientific questions

we set out to answered as part of the research, describe the experimental de-

sign used to answer these questions and discuss our results.
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Chapter 1

Introduction

1.1 Overview

This research project performs an analysis of methods of assisting the user in generating
and remembering secure passwords through the use of visual cues. The studies detailed in
the report seeked to determine whether using images as cues would help the user to gener-
ate a secure password through the use of associations, and determine if the user can then
recreate the association at a later time to remember the password.

The basis of the work rests in exploiting superior visual memory [She67] to assist a le-
gitimate user in remembering secure passwords while minimising the predictability of the
password. A number of user studies were performed using a variety of different image
types to gauge their effectiveness.

This is an important issue as users forgetting their passwords to systems can be costly
to a large business. Gartner Research [Res02] estimated an average of 3.8 forgotten pass-
words per year. RSA Security[Inc04] estimated the cost of a forgotten password, including
the cost of support personnel and lost productivity, to be approximately $58 per incident.
This results in an average cost of $220 per user/per year. Reducing this cost would have
tremendous cost savings for large organisations.

1.2 Problem Statement

The overall goal of this project was to devise a way of supporting the process of securely
authenticating a user to allow or deny their access to a restricted resource so that users do
not forget their authentication details as frequently. This most commonly done by using a
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secret password known only to the user. We extended this model such that this secret was a
textual description of an image which the user can recreate at will by reobserving the image.

To help a user create and remember a secure password a system presents the user with
an image; this image is then described by the user in textual form resulting in a password,
an association will then exist between the image and the textual description meaning that
the user will be reminded of their textual association when they view the image. When the
user authenticates at a later date, the image will be displayed as a cue to help them recreate
the association which will allow them to enter the correct password.

The images used for authentication need to be carefully chosen such that they are suitable
for colour blind or impaired users and large enough for visually challenged users. The im-
ages must be easy to describe to prevent the users from experiencing unnecessary difficulty
in forming associations but still be difficult for other people to guess the association. Cre-
ating large, colour blind safe images is an easy task compared to the final two constraints.
The purpose of this report is to find image types that can fulfil these latter constraints.

For this type of authentication system to be successful a number of further constraints
must be fulfiled. An image needs to be found that triggers associations in the user that
have good properties for a password. The image should trigger a single highly memorable
textual association which should be as difficult to guess as possible. The user should not
need to specifically remember the association; it should be possible for the user to recreate
the same association on each viewing of the image. If such an image type can be found
this will enable its use as a cue for a user to enter a description of the image without giving
undue assistance to an attacker.

Additionally it has been shown by Adams and Sasse[AS99] that users do not like multi-
ple passwords which encourages them to use the same password at multiple sites. We seek
to prevent this by making it easier for users to remember individual passwords through the
use of cues.

By using the textual description of the image as the password we will not be trying to
replace the traditional password paradigm; instead we seek to augment it, this will simplify
the implementation of the system in real world applications and provide a fall back mech-
anism for blind users who are unable to see the image - instead of providing a description
they can simply provide a password as normal. Ideally images should be parameterisable
such that an entire image does not need to be stored for each user, instead a seed storing the

2



parameters for generation of the image can be stored instead and ideally the generation of
the image can take place on the client to minimise network transfer.

This approach does have a number of drawbacks which need to be understood by any-
one using associative based systems. The descriptions of the images will unfortunately be
more predictable than truly random passwords due to the presence of English bigraphs and
trigraphs (groups of common 2 and 3 character sequences). To combat this the user must
be encouraged to enter long descriptions to attain a similar level of security.

Another potential drawback with all associative authentication techniques is that a mali-
cious website may present the user with duplicates of his images from another site and thus
get them to enter the association for the image - obtaining the password for the targeted site
in the process, this is a form of social engineering related to phishing[DOK04] which is still
a problem with traditional password authentication systems.

A final attack would be to decrease the problem space of the password by soliciting help
from a large user population to create associations for an image. This would provide clues
to the attacker on likely attack vectors. However this is a much more infeasible approach
than a traditional bruteforce or dictionary attack due to the requirement for large employ-
ment of manpower since computers are unable to create associations.

Our aim is to determine the viability of using image associations to effectively remem-
ber a password and to find which images are most effective for the task. We explore how
each image type affects the strength of the description as well as the memorability of the
different descriptions.

Our final aim is to measure the viability of this type of authentication system in an ac-
tual system and compare it to the existing password model in terms of functionality and
usability.

1.3 Purpose and Significance of the Study

Developers of user authentication systems must ensure that their systems are both user
friendly and secure from attack. Our goal in this project is to create a system that satisfies
both these goals. We hope this study will have implications for further research on associ-
ation based passwords as well as influencing new live systems to be developed using these
theories.
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The purpose behind this study is to improve the ability of users to easily authenticate them-
selves with secured systems. Security and authentication are well researched fields and
several alternative graphical approaches have been developed which rely on recognition
memory. We, however, seek to take advantage of associative memory. In previous graphical
authentication systems the user has been asked to select an area of an image or a combina-
tion of images they previously chose, unfortunately this form of authentication is vulnerable
to an “over the shoulder” attack where a malicious user can simply observe which area or
images are selected. This vulnerability is especially helpful to a determined attacker who
may use sophisticated eavesdropping techniques to observe the computer monitors output
at a distance[Kuh02, vE85].

This study is novel as creating associations from images has not been well explored. Mi-
crosoft [SS04] conducted studies in this direction using Inkblots to create associations for
authentication but a study of associations created by different image types for the purposes
of supporting authentication has not yet been conducted.

It has been said that the user is the “weakest link” in the security of a system, Sasse et
al.[SBW01] suggest reasons for the users’ behaviour in such circumstances such as social
issues, limits on memory and large numbers of passwords the user is required to remember.
We deal with two reasons in particular - users have limited recall memory capacity and
recognition of a familiar item is easier than unaided recall. By assisting the user to remem-
ber the password we hope to alleviate the effects of this weakness during authentication.

We hope that our results will lead to further research in this area and influence the cre-
ation of more user friendly authentication processes in addition to encouraging industrial
and academic developers to introduce new techniques to real user populations and encour-
age the adoption of more advanced cueing techniques during authentication.

1.4 Outline

The remainder of this report is organised as follows. In Section 2 we provide a sum-
mary of different authentication mechanisms and provide a critique of their advantages and
drawbacks. This encompasses a discussion of the current traditional password mechanism,
graphical authentication techniques and associative techniques, as well as a discussion of
some general issues used when designing authentication systems. Section 3 details our pre-
liminary hypotheses and the questions we seek to answer in our proposed study. In Section
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4 we detail the proposed design of the study and the experimental methods and policies
we intend on using throughout the study then in Section 5 we discuss our implementation
of the system. Section 6 provides our results which are then discussed further in Section
7. Section 8 concludes and summaries the report along with our recommendations. We
finalise this report with a listing of suggested future work in Section 9.
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Chapter 2

Background (Related Work)

2.1 Overview

There are many applications which require the user to authenticate themselves with a central
authority before being permitted to perform certain tasks. In this section we will provide a
summary of common authentication techniques and drawbacks associated with each tech-
nique and go on to make specific conclusions in respect to our proposed system.

2.2 Properties of a good authentication system

The four stages of authentication are enrolment, authentication, replacement and deregista-
tion [Ren06]. This is a formalisation of how an authentication system works. During enrol-
ment with the system the user shares a secret, to authenticate themselves with the system
at a later date this secret is repeated to confirm that it is the same person. The replacement
and deregistration stages are to allow the ability for the user to change the password or have
their details (and their secret) deleted from the system.

To properly evaluate the effectiveness of an authentication system we must first define the
properties it requires. Jobusch and Oldenhoeft[JO89] define the main goals of an authenti-
cation system. They essentially state that the system must control access based on the user’s
identity and must be able to allow or restrict access based on this.

To do so the system must prevent people from pretending to be someone else, that is there
must be a minimal number of false positives (ideally zero) allowing access to the system.
To obtain this it is necessary that the system is strong against attack. This is defined as the
system’s ability to resist a repeated non-random attack by a malicious party.
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The system must properly allow access to an authorised user after they identify themselves
and share their secret with the system to confirm their identity; that is there must be a min-
imal number of false negatives (ideally zero). To fulfil this criteria the system must be
designed such that the user does not forget their login credentials; a forgotten password is
of no use to a user.

The system must be as simple as possible to minimise the burden on the user of identi-
fying themselves. If a system requires a user to follow a complicated series of steps or enter
routine information during every authentication procedure then the system will frustrate the
user and may result in responses being written down or abandonment of use of the applica-
tion.

The cost of the authentication system must be reasonable in both monetary and CPU re-
sources. If expensive specialist equipment is required it is unlikely the system would be
able to be implemented in a general sense, likewise if the authentication process requires
hours of CPU time it is unlikely to be used. The cost of the system must be relative to the
value of the information it protects.

2.3 Physical access restriction

The simplest and most effective method of establishing computer security is simply to make
the system physically inaccessible to unauthorised users. To effectively isolate a machine
from unauthorised users it is necessary to secure the computer from any physical attempts
to gain access.

The most obvious attempt is a user gaining access to the computer itself. This would be
typically prevented by policies and protection mechanisms designed to authenticate a user
before they can gain access to the system. In a highly classified system this may be as
extreme as placing the computer in a locked room protected by armed security guards.

Emissions security deals with the threat of unauthorised users intercepting and analysing
electrical emissions from secured equipment from a distance to obtain classified data. To
protect against this it is necessary to shield the equipment to block electromagnetic radia-
tion. Spurious emissions are covered under FCC regulations[FCC] for standard commercial
equipment but these regulations are insufficient for highly secure systems as it is necessary
that any radiated emissions have minimal correlation to the data that is being processed
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which is not covered in the FCC regulations.

Additional threats become possible when the system is connected to a computer network.
In addition to ensuring that the unauthorised users are unable to gain access to the physical
system itself it is necessary to restrict access across the network or make it otherwise impos-
sible for the attacker to use the network through encryption. Ensuring physical security to
a single system is a much easier task than ensuring security of a distributed network across
multiple sites potentially across large distances.

Physical security is clearly not appropriate for the majority of systems where it is necessary
for a user to access the system remotely or in the trivial case of a user wishing to purchase
an item from an online retailer. The Department of Defense provides criteria[oD85] on
how to properly secure against physical attempts to gain access to the system. The National
Institute of Standards and Technology provide guidance on how to apply the DOD standard
in a number of different environments[oST].

2.4 Traditional password systems

The traditional authentication system is the password system. In this a user has a userid
which is used to identify the user and a secret password combination which is used to au-
thenticate the user. The system will typically prompt for the userid/password combination
and check it against an internal list of authorised users. The secret password is the login
credential used by the user to prove their identity to the system.

The password model has proven itself throughout history as a simple and secure method
of controlling access to a system when correctly implemented and used. The password
technique has been documented in use for centuries, from guards asking for passwords for
entry[Smi02] to Ali Baba’s “Open, Sesame”[Gal10]. When a good password is used the
attacker will have a much harder time breaking into the system [YBAG00].

Unfortunately passwords have some drawbacks which cause researchers to look for new
and improved methods of authentication. Essentially, users pick bad passwords. If the user
is allowed to choose their own password they commonly choose passwords from within a
limited domain. Morris[MT79] found that large numbers of passwords were 3 characters
or less or present within electronic dictionaries. This was confirmed by Klein[Kle90] who
found that even checking in only a small dictionary and using variations of the username
almost 25% of passwords were found.

8



The obvious solution to this would be to assign users precomputed passwords we know
to be secure. Unfortunately, if the user is assigned a random password by the system then
they are liable to forget it [YBAG00]. To prevent forgetting the password the user may write
the password down which is just as bad as it then allows anyone who finds the password list
to access the system and masquerade as the user. This is especially bad if the written down
password includes the name of the system, the userid or takes the form of a “post-it note”
on the monitor.

A second technique to reduce the frequency of “bad” password choices would be for the
administrator to run their own attacks on the password lists to try and find problems in ad-
vance [RU88]. This would, at first glance, seem to be an ideal method for eliminating bad
choices for passwords; however it has several drawbacks. The first drawback is that it sim-
ply takes a long time to check the list, secondly the user can still choose a weak password
that is not in the list you are using to check the passwords. A neat solution is the OPUS
method[Spa92] for preventing weak password choices using a fast hash based lookup table
to screen passwords as they are entered although it still cannot guarantee a user has not
chosen a bad password if the password list is not complete. The final problem is that if the
user continually chooses bad passwords the user may become frustrated if every password
they think of is on the banned words list. We wish users to choose to use a secure password
as a matter of course without needing to force them into it.

A brute force attack [CDW04] is the process of trying every possible combination (or a
subset of all possible combinations) of characters and digits to break a password. This
leads us to the conclusion that the rate that someone can check if a password is correct is
a large factor in the security of a system, thus an offline attack where the attacker can de-
vote large amounts of processor power to the task is most effective for attacking passwords.
Kedem[KI99] shows that a SIMD machine created with modern technology can break any
UNIX password within two days of processor time. Brute force attacks can only be reli-
ably defeated by restricting the rate at which someone can attempt the password, this can
only be done reliably by preventing offline attacks (where the attacker can attempt to break
the passwords without continual access to the original system - for example by obtaining
the hashed password file on a UNIX system) and extending the amount of time it takes to
present a password to the system by an arbitrary amount of time (enforced wait periods
between attempts) or enforcing a fixed limit on the number of failed password attempts per
account.
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As passwords are often used in protecting very confidential information it is essential that a
user uses a password that is both secure and highly memorable but it has been found to be
difficult to encourage users to do this with the plain password model.

2.5 Passphrases

Passphrases is an extension of the passwords model where the user remembers a phrase of
words instead of a single password. This results in a much longer identity credential which
is suitably harder to break using brute force or dictionary attacks as the number of combi-
nations is significantly higher. The modern idea of passphrases began with Porter[Por82].

An extension on the passphrases idea is to use reconstructed passwords[Has84], that is
an algorithm which you use to turn a passphrase into a password. The user then remembers
the passphrase and applies the algorithm to retrieve the password when required. An exam-
ple would be musician who remembers first few bars of a musical score and enters it in a
textual format to reconstruct the password.

Passphrases and reconstructed passwords are both highly memorable however the user may
be tempted to use the same highly memorable passphrase for all of their passwords when
we wish to encourage them to use different passwords for each system.

2.6 Single use passwords

The next technique we will examine is the tactic of using single-use passwords (One time
passwords). To use these you create a method of constructing a series of passwords which
are shared between the user and the system. When the user logs into the system they use
the next password on the list. This is extremely secure, as long as the password list is kept
secure, as even if someone learns the password used to login to the system they cannot log
into the system as that password has expired.

The single use password system is extremely secure providing the password list is not
divulged to anyone. The downside is that it is extremely inconvenient for the user and
expensive for the system administrator. The administrator must generate a list of passwords
and distribute them to the users in advance while ensuring the list of passwords does not
fall into the wrong hands. When the list runs out an updated list must then be generated. An
implementation for this exists within the UNIX system called S/KEY[Hal95] (sometimes
referred to as Lamports scheme).
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2.7 Pass-algorithms

An extension to the single use system is to use, again, single use passwords but instead of
creating a list of the passwords in advance use an algorithm the user knows to generate the
passwords, as described by Haskett[Has84]. The system provides the user with a prompt
which the user applies the algorithm to provide the new password, the password may be as
simple as advancing each character in the prompt by one letter or may be more complicated.
This has the same advantage as the single use password system in that even if a particular
password is discovered it is not useful for logging into the system. Adding several factors
into the algorithm such that the solution to the algorithm is different depending on which
machine is used to login, can add to the difficulty in cracking the algorithm through obser-
vation alone. This does, however, suffer a similar problem to single use passwords - it is
hard for users as it forces users to perform complex mental tasks to login to a system.

2.8 Biometrics

The most ancient authentication system was the simple biometric of “I know that person”.
Computers are now beginning to be able to take advantage of the same techniques people
have had for hundreds of years. Biometric systems are now able to distinguish between
users with high accuracy using several biometric techniques. Available techniques include
face recognition, fingerprint scanning, hand geometry, iris and retinal scans, hand written
signatures, voice analysis and facial thermograms. It is beyond the scope of this paper to
discuss the advantages of each method but suffice to say they are very good at authenticat-
ing users. For a detailed discussion of biometric identification systems we recommend the
paper by Jain et al.[JHP00].

Biometric systems do, however, have some drawbacks which make them difficult or im-
possible to use in many circumstances. The first and most obvious problem is that they
typically require specialist devices to perform the authentication itself; some systems also
involve high amounts of processor usage in order to perform comparisons between the bio-
metric details stored on record and those presented by the user.

A more subtle point is that users simply don’t like biometric systems. Users are accustomed
to using passwords and similar systems; they do not want to deal with systems which record
personal data about themselves citing them as examples of “big brother”. Furnell[FDIR92]
shows that although users are willing to experiment with new techniques they still prefer
the password model by a large margin over biometric techniques.
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2.9 Graphical authentication systems

Studies in 1960s by Shepard[She67] and Nickerson[Nic65, Nic68] show that people have a
very high ability to recognise large numbers of images both immediately after viewing and
after a long term delay. This shows us that graphical authentication systems utilising the
ability of a person to recognise an image can be used to ensure high memorability authen-
tication systems.

Several alternative graphical based authentication schemes have been presented by research
groups. Perhaps the first graphical authentication system was suggested by Blonder who
presented a system which used images with hotspots known as “tap areas” which the user
recognises and selects in order to authenticate themselves[Blo96]. Issues with this tech-
nique include the accuracy the user requires in order to select the tap area correctly again,
when used with a small tolerance to force the user to click very close to the correct tap areas
the performance of the system drops significantly[WWB+05].

The Passface[BS00] system has a user create a password from a selection of human faces,
at login the user is presented with a grid of human faces including the chosen face and a
number of distractor faces where the user had to select the correct the face. This process
was then repeated 4 times. The Passface system was found to have good memorability and
low error rates for login attempts.

Motivated by PDA systems the Draw A Secret[JMM+99] system was developed by Jermyn
et al. where the user draws a symbol or sequence of symbols on a touch screen. They show
that the images drawn by the users are both highly memorable and possess a large domain
of images that are memorable. Since the image drawn is highly visible on the display screen
it is necessary to shield the display screen from onlookers thus restricting the technique to
portable devices such as PDA’s.

The Déjà Vu system [DP00] implements the graphical authentication technique by pro-
viding the user with “random art” images and are asked to select a set of images they will
use for logging into the system. When the user logs into the system they then select their
chosen image from a set of decoy images.

Goldstein and Chance[GC70] tested memory recall using Faces, Inkblots and Snowflakes.
They discovered that faces had superior recognition followed by Inkblots and then Snowflakes.
These studies, although not concerned with the password domain, are relevant to our planned
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associative system as they offer us some clues as to which images may perform best for
memory recall purposes.

The biggest problem with the above systems is that they are vulnerable to “over the shoul-
der” attacks where someone can simply observe the combination and ordering of images
used to login to the system. This problem is not unique to graphical authentication systems
as it is still possible to observe finger movement of a slow typist to discern a password in a
traditional password system although the traditional password model avoids direct over the
shoulder attack by hiding the entered password behind asterixes or a similar typographical
symbol or glyph which is not possible when the user needs to click on an images. The tradi-
tional password model also fails in this respect as keypresses can be logged by specialised
hardware or software to reconstruct the password.

An additional problem is the small number of combinations available. If you have 4 stages
of 16 images each there is a mere 65536 combinations which is trivial for a computer to
brute force if no restriction is placed on maximum number of tries. It is therefore required
to protect the system further using either delays between attempts, a maximum number of
attempts or increasing delays between attempts to discourage automated brute forcing of
the combination.

2.10 Cognitive passwords

The use of cognitive passwords is the process of asking the user questions based on their
personal facts, interests and opinions. The system can keep asking the user questions until
it is “convinced” that the user is who they say they are. This method is by its very nature
easy for the user as they are being asked questions they already know the answer to rather
than having to try and remember a password. Zviran and Haga[ZH90] found that users had
a very easy time in answering the questions and high correctness rate.

Again, this technique has drawbacks. The simplest of which is that the attacker can research
the details of the person who owns the account. Most of the answers for the questions will
likely be easily found or obtained, it is possible that you could obtain the answers to some
of the cognitive questions by simply asking the account owner as they are not likely to pro-
tect the information about their favourite colour as heavily as they would a password. Podd
et al.[PBH96] found cognitive passwords were unacceptably easy to guess by an attacker.

The second problem is that because the questions deal with the user’s interests and opinions
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is that the answers to these questions may change over time, they may switch allegiance to
another political party or simply change their mind on what their favourite colour is. Thus
you need to ensure that the list of questions is kept up to date to prevent expiry of the
answers.

2.11 Associative systems

The system we intend to build is closest to an associative system but seeks to take advan-
tage of memorability features within the graphical authentication systems. An associative
system provides a cue to a user who then creates a single association, typically a description
or “feeling” created by the cue which is then used to decide the password for the system.
When the user then views the same cue at a later date they can recreate the same association
which helps them to remember the password.

Smith[Smi87] presented a system where the users created a list of 20 cue words and as-
sociated responses and were later tested 6 and 18 months later. Although it was a small
sample size the cued responses had a very high correctness rate.

Studies on word association using different formulation techniques for choosing how the
cue words chosen[PPBH00] has been carried out which concluded that the method of
choosing the word associations resulted in no significant difference to the effectiveness of
the association implying that choosing associations from images should be just as effective
as word associations.

Liddel et al.[LRA03] attempted a system where the user performed Sound to Image asso-
ciations. Experiments were conducted which showed poor performance for their proposed
system resulting in a dissatisfied user base. They showed that the authentication system re-
quired much more effort and took much longer than comparable systems. It was shown that
the process of creating an association from a sound to an image caused users to commonly
choose the same resulting image - in one case 1/3rd of users chose the same image from a
grid of 10). We believe this to be due to the limited number of choices the association was
forced to be represented in. Associations from music represented in textual form may be
more secure.

Microsoft developed an associative system based on inkblots[SS04]. The original Rorschach
inkblot test was developed as a projective test which encourages descriptive associative re-
sponses however its results in therapy are no longer trusted[Ana82]. Additionally precise
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details of the test have been leaked to the Internet which allows people to prepare for the
test which was not previously possible[S.P05].

In the Microsoft system users are presented with a set of inkblots where the user takes
the first and last letter of their description of each inkblot and concatenates them to create a
textual password. This is therefore immune to the “over the shoulder” attack as the authen-
tication can be entered textually. A drawback in the Microsoft study is that it requires the
user to be able to recreate multiple associations for every password which would be more
difficult for the user than recreating a single association. An additional drawback with the
Microsoft system is that it is cognitively demanding on each login attempt - requiring users
to create multiple associations and then perform a mental hashing function on them. The
Microsoft study on inkblots is the only system in the literature that used associations from
images to help users to generate textual passwords.

It has been found[PBH96] that associative based passwords are hard for an attacker to
guess, despite their memorability. However, most implementations upon associative meth-
ods rely on the user recreating many associations, which may be difficult. An additional
constraint is that the associations must be non-trivial[ZH93]. For example if a user was
given a cue of “good” then the obvious association of “bad” would result in the system be
easy to penetrate. This result implies that if these problems can be solved then associa-
tive based passwords could be therefore highly resistant to attack while maintaining high
memorability.

2.12 Usability Issues

ISO Standard 9241-11 [Org98] defines the usability measures used to evaluate a system as
effectiveness, efficiency and satisfaction. These measure the accuracy and completeness
that a user performs a task, the amount of work that needs to be done to complete the task
and the attitude of the user towards the system. These three points measure the essentials
of what needs to be done to make a system usable and will be used during user evaluations
to measure the ease of use of the system.

Brostoff and Sasse demonstrated the difficulty of implementing alternative authentication
systems by performing a usability study of the Passfaces system[BS00] which highlighted
the requirement of performing field trials. They showed that although users had a lower
error rate when using the Passfaces system they also took longer to login and logged in less
frequently than systems using the traditional password; indicating that the passfaces system
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was more work than the traditional system and discouraged people from logging in. We
will need to take this into account when evaluating our proposed system.

Smith and Mosier defined a set of guidelines for user authentication[SM86] where they di-
rect that user authentication procedures should be as simple as possible. They also provide
several security related recommendations such as private entry and storage of passwords
and limitations on failed login attempts which we will use as a heuristic guideline to ensure
our system is easy to use.

2.13 Conclusions

We found that all of the above mentioned systems had advantages and drawbacks. Some
systems could be implemented without problems within specialised areas (physical security
and biometrics), some of the systems had drawbacks that we would prefer to avoid but al-
low implementation almost anywhere (traditional, passphrases, single use, pass-algorithms,
graphical, associative) and cognitive systems were generally too insecure for general use.

Physical access restrictions are unsuitable for the majority of systems but can be imple-
mented on a number of highly secure systems which do not need remote access. It is
therefore not a general solution to the authentication problem.

The literature discussing traditional password systems finds that passwords are unsatis-
factory, mostly due to user choice of passwords[MT79]. We need a way to encourage the
use of longer or more difficult to attack passwords, but traditional password systems are
the most widely accepted mechanism by users[FDIR92] so we do not wish to deviate much
from this model.

Single use passwords and Pass algorithms are highly secure however result in high amounts
of work and inconvenience put upon the user and administrator which is undesirable. Im-
plementation of either of these systems would need to have a valid justification for imposing
this load such as large financial loses for breach of security.

Biometrics are very promising however they have three major hurdles to overcome before
they can be put into more general use. The first hurdle is the cost of the specialist devices
required to measure biometric data from the user. Secondly the general population do not
like overly invasive systems, however it has been shown by Furnell[FDIR92] that users
may accept these techniques more readily in some sectors such as Defense or Government
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so biometrics may have applications within these areas. Use of biometrics may then en-
courage their uptake by other sectors. The final hurdle is the impossibility of implementing
biometrics within an insecure environment where the biometric devices can be tampered
with (for example where fingerprints can be retrieved from the scanner and reused).

It has been shown that graphical systems have very high memorability due to the human
ability to recognise images. However, graphical authentication systems suffer from the
“over-the-shoulder” security vulnerability which renders them unusable for high security
applications.

Cognitive passwords have easily the highest memorability due to the fact that the pass-
word is a detail about the persons life, however this also results in the lowest security as
these details can be trivially researched about the user resulting in it being unsuitable for
use for most applications[PBH96].

Associative passwords have high memorability although if trivial associations are created it
can reduce the security of the system. Additionally recreating high numbers of associations
may have a high workload. Associative systems may work best with the user creating a
single non-trivial association.

A study by Zviran[ZH93] compares system generated passwords, self generated passwords,
passphrases, cognitive and associative passwords and finds that associative and cognitive
systems are the best for the purposes of second level passwords. As previously shown cog-
nitive answers are far too insecure to use. Thus we come to the conclusion that associative
systems are the most valid path for research.

We therefore concluded that there was a need to investigate a system which allows users
to generate textual associations from images in an attempt to capture all the advantages
of graphical, associative and traditional passwords. Our system provides the user with an
image as a cue which is then used to create a textual association to be used as a password.
Accurate reproduction of this textual association at a later date will then allow access to the
system.

The presence of images should help to exploit graphical recognition memory while the
security of an associative system is obtained by allowing the user to create their own per-
sonal associations from the image to use as their password. Since the associations come
from an image they should be non-trivial and therefore unpredictable. The use of textual
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associations allows the ease of use of the traditional password model to be apparent; ad-
ditionally the familiarity with traditional password systems should minimise the learning
curve of a new user to the system. By doing this we would expect to take advantage of the
memorability of graphical systems, the security of associative systems and the ease of use
of the traditional password model.

We will detail a number of hypotheses we created for the behaviour of such a system in the
following section, followed by construction of a sequence of scientific questions derived
from these hypotheses, we will detail an experimental design to answer these questions and
detail our results.
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Chapter 3

Hypotheses/Questions

3.1 Hypotheses

From the work detailed in the previous section we hypothesised that our proposed system
would have a series of expected properties. Firstly, and most critically we hypothesised that
the use of images as cues is useful for helping the user to construct associations and that
when shown the same image at a later point in time the user is able to recreate the associa-
tion.

Images can be used as cues to help users to generate and remember textual associ-
ations. (Hypothesis 1)

We further hypothesised that these associations will be useful in the authentication do-
main. This hypothesis is reliant upon the associations chosen by users being strong enough
to resist repeated non-random attack due to the unpredictability of the association.

Associations chosen will be strong enough to be used as passwords. (Hypothesis 2)

We believed that certain types of images would be superior for the purposes described
above. This hypothesis is influenced by the work of Goldstein and Chance[GC70] who
showed that different types of images have different rates of recognition and association.

Some types of images will be superior to other types of images. (Hypothesis 3)

Based on cited research in Section 2.9 we hypothesised that due to the projective nature
of inkblots they would encourage high strength descriptions as each person’s description
should be unique. We hypothesised that human faces would have a high memorability of
associations due to the human ability to recognise other people by face quickly and reliably.
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Inkblot-type images will encourage high strength descriptions. (Hypothesis 3a)
Human faces will have high memorability of associations. (Hypothesis 3b)

We then further hypothesised that variations within an image class will affect the perfor-
mance of the image.

Variations within the image class will result in differing performance. (Hypothesis
4)

To test this we decided to measure the strength of descriptions generated by users and
the memorability of the same descriptions. We believed that these properties will not nec-
essarily be exclusive and that some image types will show evidence of encouraging both
high strength descriptions and high memorability of descriptions at the same time. These
images would then be suitable for use within an authentication system and offer superior
performance than the traditional password model. To do this the image type needs to match,
or exceed, the strength and memorability of the traditional password without compromising
ease of use for the user.

Some image types or variations will have superior memorability and unpredictabil-
ity over the traditional password model. (Hypothesis 5)

This can be represented as two sub-hypotheses as follows:

There will be images with high memorability of associations. (Hypothesis 5a)
There will be images with high strength. (Hypothesis 5b)

Since this system is based upon the well used password model we would expect to find
that the system would be no more difficult to use than a traditional password based sys-
tem. To measure this accurately we would be required to create a live system and monitor
the frequencies and success rate of logins to the system compared to traditional passwords.
This would also incorporate measurements of the time it takes to login.

The proposed system will be no more difficult to use than traditional passwords.
(Hypothesis 6)

To assess the effectiveness of these techniques we must define what properties of the image
would be required to create a useful authentication system. Clearly for this system to be
incorporated into real systems the properties of security and ease-of-use must be no worse
than the traditional password model and at least one, or both, must be better by a degree
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large enough to warrant implementation. To do this we will measure the performance of
each property compared to the traditional password system.

Our research is then based around the task of checking the correctness and extent of these
hypotheses.

3.2 Questions

In order to design experiments to check our hypotheses we needed to define the scientific
questions that we intended to answer. These questions are based directly upon the hypothe-
ses in the previous section.

1. When presented with an image as a cue are users able to generate textual asso-
ciations?
2. When presented with the same image after a specific duration of time can the
user recreate their textual association?
3. Are textual descriptions based on images unpredictable enough to be used as
passwords?

4. Do some image types offer better memorability than other image types?

5. Do some image types offer better security than other image types?

6. Do inkblot-type image encourage higher strength descriptions than other image
types?

7. Do human faces encourage higher memorability than other image types?

8. Do variations within the image class result in altered memorability than other
images within the class?

9. Do variations within the image class result in altered security than other images
within the class?

10. Is the system more difficult to use than the traditional password systems?

We attempted to answer these questions in the order provided above. Images help authen-
tication and then seek to discover how the strength of the textual descriptions compares to
randomly generated passwords, user generated passwords and passphrase based passwords.
We then investigate their memorability followed by varying the properties of the image to
check if any specific parameters involved in the creation of the image type affect its results.
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Finally we tested the usability of the system in a live environment and assess the level of
work required to use the system.

3.3 Image Type Selection

Human perception of shapes and groups of shapes is governed primarily by the Gestalt[WB58]
laws which explain how grouping works for perception and recognising patterns within an
image. In the Gestalt laws the five factors which affect still images are Closure, Continuity,
Proximity, Similarity and Symmetry. These are governed by the law of prägnanz which
states that the image will be experienced in the “best” Gestalt way possible. The better the
Gestalt laws apply to an image the more likely the image is to be experienced as a whole
rather than as a collection of individual elements. The laws of Gestalt are summarised be-
low.
Law Preferred Images
Closure Images which produce “closed” rather than “open” figures are preferred.
Continuity Images which produce smooth contours rather than sudden changes of

direction are preferred.
Proximity Images where features are close together are preferred.
Similarity Images that have similar sections or self-similarity are preferred.
Symmetry Images that are symmetrical are preferred.

In order to allow users to make associations more easily we chose image classes that typ-
ically exhibit a set of Gestalt laws. We examine the following image classes and list the
Gestalt laws that they exhibit and we believe make them viable experimental candidates.

Image Type Closure Continuity Proximity Similarity Symmetry
Faces

√ √ √

Fractals
√ √

Inkblot
√ √ √ √ √

Snowflakes
√ √ √ √ √

Textures
√ √ √ √

We believe that these were the best choices for performing our experiments as they should
encourage good associations due to each image type exhibiting at least two Gestalt laws.

In the next section we will show how we evaluated these image types by building a frame-
work application to determine the best image type to use for authentication. We will also
demonstrate how we compared this image type to the traditional password model in the
third stage of experiments.
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Chapter 4

Design - Methods & Procedures

4.1 Introduction

In the previous section we developed a number of hypotheses and scientific questions which
needed to be answered as part of this research. In this section we will detail the methods we
used to answer these questions. In order to answer the questions from the previous section
we performed several experiments as detailed below.

Question Method
1 Present users with an image and capture a textual association.
2 Present users with an image, capture a textual association and test if they

can reproduce it later when prompted with the same image.
3 Present a large number of users with images, capture their associations and

measure the unpredictability of individual associations.
4 Perform the studies in questions 2 and 3 using multiple image types and

test if any particular image type has superior memorability or unpredictability.
5 Using the data from question 4 measure if inkblot-type images have higher

strength descriptions than other image types.
6 Using the data from question 4 measure if human faces have higher memorability

than other image types.
7 Perform the study from question 4 with multiple image types and variations within

the image types to test if different parameters used when generating the image cause
different memorability or unpredictability.

8 Create a live system containing content of interest to the user and protect it
with 50% of the users using traditional passwords and 50% using the proposed
system to measure users comparative ease-of-use.
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For practical purposes some of the experiments will be performed in conjunction with other
experiments. We performed these studies in two distinct phases consisting of a total of
three experiments to answer all the above questions. Each phase of the project consists of
building and testing of a system designed to answer a question or set of questions resulting
in two systems.

We quantify the “goodness” of the image type using a number of factors; primarily quality
of textual association in terms of password strength and memorability of the association.
We then judge the best image type by finding the image with the best average performance
of password strength and memorability.

For the live system evaluation we introduce additional satisfaction metrics to measure the
performance of the system in comparison to the traditional password system; these are: time
taken to login, number of failures, number of consecutive failures, number of successes and
number of consecutive successes.

4.2 Phases

4.2.1 Phase One

The first phase of the project investigates the types of images and their effectiveness at al-
lowing users to create effective associations that are usable as passwords, this corresponds
to the scientific questions 1 to 7 in Section 3.2. This was done by creating a framework
application which allows us to perform user evaluations and measure the performance of
the user.

We used the framework application to gather a large number of associations created by
users from sets of images. This allows us to analyse the strength of passwords generated
from these images to determine which image types are worthy of further study.

We then performed a user evaluation using the same images from the previous experiment
to measure memorability of images to measure the users ability to recreate the association.

The above experiments took place using the five classes of image discussed in Section
3.3 with six variations created by varying the parameters of the image to allow us to de-
termine the performing image types, determine if any image types significantly outperform
the other images and determine how any variations in the image type affect the security or
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memorability of associations generated from it. This resulted in a total of 30 images which
are shown in Section 5.1.

4.2.1.1 Framework

Framework Overview
This frame work will take the form of an application which presents the user with an image
and prompts for a the user to create an association in the form of a description of the image.

The framework is suitable for tasks which can be carried out by the users at a single ses-
sion with the framework application and which can be verified by an evaluator at a later
date without needing further contact with the user. This will be used for gathering a large
number of descriptions of images to test their strength. Uniqueness of results is obtained
by calculating a one-way hash of the users details and using this as the key for the results,
if a user tries to resubmit a second run of results for the same experiment they will be dis-
regarded. Implementation of the framework will also incorporate the writing of algorithms
suitable for generating the images we wish to study or obtaining sample databases of suit-
able images such as human faces.

The framework initially provides a help screen for the user which will provide instructions
for the task and then display a number of images for the user to enter their descriptions.
The user will be timed in several respects, including total time taken as well as time taken
to create and enter the association. Results will be stored in an SQL database for analysis.

Although some of the image types can be generated in real time by an algorithm the frame-
work instead stores the actual images used in the evaluation requiring the images to be
created in advance.

4.2.2 Phase Two

The second phase of the research consists of the implementation of a live system utilising
the “best” image type to compare its performance against the traditional password sys-
tem. This required the implementation of a more complete system as Brostoff et al.[BS00]
demonstrated that the authentication system can only be adequately measured for usability
in a full implementation where the users have the choice of how often they use it.

We implemented an authentication system utilising the inkblot image type alongside a
traditional password authentication system. We can then use this to compare the ease of
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use, security and memorability of the system compared to passwords in a live setting. We
developed an RSS Feed aggregation system to encourage users to use the site; clearly a
content-free site would not be used by either the traditional password system or our pro-
posed system. We also offered a monetary incentive for using the site in the form of a
lottery.

The inkblot images in this stage are generated in real time allowing a unique inkblot to
be given to each user of the system. It has been suggested by Microsoft[SS04] researchers
to use Computer Generated Watercolour [CAS+97] to make generated inkblots look more
authentic but this uses several orders of magnitude more computing power than is feasible
for real time generation.

4.2.2.1 User Study

We believe that a user study and evaluation are a necessary and sufficient method of com-
paring this authentication system to the traditional password system. This is because the
system relies heavily on user abilities and preferences which cannot be adequately modelled
in any other fashion.

4.3 Diagrammatic Overview of Phases

Figure 4.1: Diagrammatic Overview of Phases

4.4 Sampling

As a large proportion of our work was heavily user study oriented we must carefully sam-
ple the population to match the target population of an authentication system which will be
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the general PC using population. Our accessible portion of this is, however, considerably
smaller. We sampled from as large an age-range as possible. For practical purposes we did
not pursue users are not native English speakers to ensure that the description of the task is
adequately conveyed.

We attempted to use as large a sample population as feasibly possible. We distributed the
framework application as widely as possible to obtain a large number of image descriptions
to evaluate strength however we were forced to use a smaller sample for the memorability
tests due to time constraints.

The study was approved by the Departmental Ethical Review board to ensure that Ethi-
cal considerations were met while performing this study. All test users were informed fully
as to the amount and type of information being gathered and allowed to end the evaluation
at any time with any partial results to that point in time being disregarded. We ensured
that all users are exercising informed consent and provided an ethical statement to each
user prior to the evaluation which informs them of the purposes of the study and their right
to end it at any time. The ethical statement will take the form of the introduction screens
provided during the evaluations.

4.5 Data collection

Data was collected and processed on a central server running an SQL compatible DBMS to
facilitate ease of analysis.

Factors we identified as variables affecting the outcomes of the study are listed here. The
first is the description of the task for the users, this must be carefully created to ensure
that the user fully understands the purpose of the task and follows instructions correctly.
Additionally the description of the task cannot change between user populations or it may
negatively affect the reliability of the results. The clarity of the words used in the description
and the meaning of the task is important in this regard and care was taken to ensure that the
descriptions were not needlessly complex. Another variable was the knowledge possessed
by the individual user performing the evaluation; this was countered by collecting data from
a large enough sample set for this to be statistically insignificant.
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4.6 Analysis

We analysed the results primarily by measuring statistical significances between the perfor-
mances of types of images. Each image type will be compared against competing types of
images and a standard password system. We will obtain statistics on traditional password
usability from the relevant literature as well as from our study in phase two. By comparing
the results to a traditional password model we can judge the effective improvement that a
user gains by using the proposed system.

4.7 Conclusion

In this section we presented a design for the purposes of answering the scientific questions
presented in Section 3; the next stage of the research is therefore be the actual implementa-
tion of our design and its use to answer the questions.

In the next section we will discuss the implementation of this design followed by the results
we obtained from using the system.
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Chapter 5

Implementation

5.1 Images

This section details the source of the images used in the first phase of the experiment as
well as displaying the resulting images. For the sake of conciseness the exact details of the
images and parameters used to generate the images are located in appendix 10.1.
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5.1.1 Faces

The face images used in this study were collected from the Essex University Computer
Vision Facial Databases[Spa06] “face94” and “face95” and were chosen to represent an
equal mix of male and female faces with a range of physical features. Only images that were
clearly visible with similar scale and without distracting backgrounds were considered.

Figure 5.1: Face 1
(Image 1)

Figure 5.2: Face 2
(Image 2)

Figure 5.3: Face 3
(Image 3)

Figure 5.4: Face 4
(Image 4)

Figure 5.5: Face 5
(Image 5)

Figure 5.6: Face 6
(Image 6)
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5.1.2 Fractal

The Fractals were generated using a commercial program Ultra Fractal[Sli05]. Variations
within the image class were obtained by changing the algorithm used to generate the fractal
in addition to varying the viewing position and colouring algorithms.

Figure 5.7: Fractal 1
(Image 7)

Figure 5.8: Fractal 2
(Image 8)

Figure 5.9: Fractal 3
(Image 9)

Figure 5.10: Fractal 4
(Image 10)

Figure 5.11: Fractal 5
(Image 11)

Figure 5.12: Fractal 6
(Image 12)
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5.1.3 Inkblots

The inkblots were generated by a custom PHP script. The inkblots were built by dropping
”blots” onto a canvas and ensuring the next blot landed within a fixed area of the previous
blot. The images were varied by changing the values of variables which control the number
of blots, blot diameter, colour and distance between the blots.

Figure 5.13: Inkblot 1
(Image 13)

Figure 5.14: Inkblot 2
(Image 14)

Figure 5.15: Inkblot 3
(Image 15)

Figure 5.16: Inkblot 4
(Image 16)

Figure 5.17: Inkblot 5
(Image 17)

Figure 5.18: Inkblot 6
(Image 18)
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5.1.4 Snowflakes

The Snowflake images were generated using A.I. Studio Snowflake Generator[A.I04] and
variations within the images were acheived primarily by varying the number and complexity
of the rays along with scaling and position details.

Figure 5.19: Snowflake 1
(Image 19)

Figure 5.20: Snowflake 2
(Image 20)

Figure 5.21: Snowflake 3
(Image 21)

Figure 5.22: Snowflake 4
(Image 22)

Figure 5.23: Snowflake 5
(Image 23)

Figure 5.24: Snowflake 6
(Image 24)
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5.1.5 Textures

The Texture images were obtained from the CUReT[DGNK05] texture database and were
chosen to represent a range of different textures including both man-made and natural tex-
tures.

Figure 5.25: Texture 1
(Image 25)

Figure 5.26: Texture 2
(Image 26)

Figure 5.27: Texture 3
(Image 27)

Figure 5.28: Texture 4
(Image 28)

Figure 5.29: Texture 5
(Image 29)

Figure 5.30: Texture 6
(Image 30)
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5.2 Deployment

5.2.1 Framework

The framework used in phase one of the research was implemented using PHP and MySQL.
To satisfy ethical requirements the framework stored all state on the client side and con-
firmed all entries with the user before committing them to the database.

Figure 5.31: Consent Screen Figure 5.32: Image Description Screen

Users signalled informed consent at the start of the experiment after reading the ethical
consent information screen. They were then presented with a series of images for which
they would enter descriptions. At the end of the experiment the descriptions were repeated
to the user and the user was thanked for their time.

5.2.2 Live System

To create a live system to compare actual use of passwords and image description based
authentication systems we created an RSS[Ham03] feed aggregator in PHP/MySQL which
is able to read XML based RSS feeds from a variety of news sites in order to allow a central
source of news.

The aggregator allows users to choose from presupplied news feeds or to add their own.
When users registered with the system they were assigned to the inkblot or password group
based on the order they joined. We chose to use inkblots as the image type in this system as
they performed consistently well in our previous experiments, as detailed in Section 6, and
were simple to generate. Password users would register a password as normal while inkblot
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users would use the inkblot designer to create an inkblot which they would then describe to
form an image description.

Figure 5.33: Consent Screen Figure 5.34: Inkblot Designer

Figure 5.35: A Sample Feed
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Chapter 6

Results

6.1 About these results

In this section we detail the results of our experiments for Stages 1, 2 and 3. Where charts
are provided the error bars will signify Standard Error and are generated using Microsoft
Excel[Mic06].

Our statistical analysis of the results was undertaken by using the SPSS[Inc06] statistics
package and custom PHP scripts for transforming the data into a form suitable for SPSS.

Since some of the data is unbalanced by nature, due to the users ability to provide a null
response, we have performed EM missing value analysis where appropriate to ensure valid
results.

6.2 Phase 1 / Stage 1

6.2.1 Response Rate

In the results for the experiment undertaken during stage 1 of the project we released the
framework application designed to gather textual associations from images. This study in-
volved 49 users who each provided 30 associations resulting in a maximum number of 1470
textual associations being gathered from the user base. In reality since we allowed users to
enter an empty (0 character) entry if they could not form an association we actually gath-
ered a total of 1355 useful textual associations.

The breakdown of response rate is important as it provides us with a comparative measure
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in which images users find easiest to create associations for - images which were difficult
to provide an association for will have lower response rates.

Image Class Image Responses
Faces 1 46

2 46
3 46
4 49
5 45
6 46

Total 278

Image Class Image Responses
Fractals 7 47

8 46
9 43
10 46
11 47
12 43

Total 272

Image Class Image Responses
Inkblots 13 47

14 46
15 44
16 43
17 48
18 42

Total 270

Image Class Image Responses
Snowflakes 19 44

20 46
21 42
22 42
23 40
24 43

Total 257

Image Class Image Responses
Textures 25 48

26 46
27 47
28 48
29 46
30 43

Total 278

The following figures represent the mean response rates we would expect to receive for
images. A response rate of 0.9 indicates that 90% of the cases in which we present an
image to a user would result in the user providing a textual response (i.e. 0.9 responses
received for each image shown in that class).
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Figure 6.1: Rate of Responses for Image Classes
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The results show that the number of responses was significantly affected by the image
class shown, F(1.83,535.4)=15.53, p < 0.05. Bonferroni post hoc tests of each image class
revealed that Snowflakes had significantly lower rate of responses than all other image
classes (Faces: CI.95 = -.114 (lower) -.029 (upper), Fractals: CI.95 = -.087 (lower) -.015
(upper), Inkblots: CI.95 = -.078 (lower) -.010 (upper), Textures: CI.95 = -.114 (lower) -
.029 (upper), p < 0.05 for all). We observed that Faces and Textures provided significantly
higher rate of responses than Inkblots, CI.95 = 0.00 (lower) 0.05 (upper), p < 0.05. No other
comparisons were significant (all p > 0.5).

Analysis of the response rate for individual images within the same image class using Bon-
ferroni post hoc tests do not indicate that images within classes differ signicantly in response
rate (for all p > 0.05).

Figure 6.2: Rate of Responses for Individual Images
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6.2.2 Length of Response

Since the password length is often the defining measure of security of traditional textual
passwords we were interested in seeing the length of the response for each image and de-
termining if any particular images or image classes encouraged longer responses.

Figure 6.3: Mean Length of Responses for Image Classes

The results show that the length of the responses was significantly affected by the im-
age class, F(3.61,1000.5)=12.414, p < 0.05. Bonferroni post hoc tests of each image class
showed that Textures had significantly shorter response lengths than all other image classes,
Faces: CI.95 = -7.06 (lower) -1.87 (upper), Fractals: CI.95 = -8.94 (lower) -3.25 (upper),
Inkblots: CI.95 = -8.787 (lower) -3.43 (upper), Snowflakes: CI.95 = -5.2 (lower) -.963 (up-
per), p < 0.05 for all. Inkblots had significantly longer responses than Snowflakes, CI.95 =
.14 (lower) 5.92 (upper), p < 0.05. Fractals also had longer responses than Snowflakes but
it was insufficient to be statistically significant and merely poses as an interesting detail,
CI.95 = -.16 (lower) 6.19 (upper), p < 0.08.
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Figure 6.4: Mean Length of Responses for Individual Images

Analysis of the response length indicated a significant difference of images within im-
age classes between images 21 and 22, F=(4.16,99.96)=2.85, CI.95 = -11.72 (lower) -1.56
(higher), p < 0.05. Otherwise there were no significant differences (p > 0.05 in all cases).
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6.2.3 Character Distribution

For illustrative purposes we provide a character frequency analysis. We do not perform
statistical analysis as character frequency count is dependant on the length of the responses
which we have covered in the previous section and we deal with predictability of responses
in Section 6.2.4.

Figure 6.5: Character Frequency Analysis by Image Class

We note informally that the character frequency analysis matches what we would expect
from English text.
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Figure 6.6: Character Frequency Analysis by Image
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6.2.4 Entropy

The entropy of a piece of information defines how much uncertainty or “randomness” there
is in a signal[Sha48]. This is a useful measure for us as when we increase the entropy in
a password it makes the password less predictable and therefore harder to attack in an au-
tomated fashion. We will represent the strength of a password in two measures, first the
average number of bits per character and the total number of bits for the entire string. This
represents the minimum number of bits it would take to encode this string if you knew the
character set and the frequency of each character and can be compared to how much you
can compress the string assuming a perfect algorithm.

For comparison, on a standard ASCII keyboard there are 95 printable characters (includ-
ing the space character), this is a maximum entropy of lg(95) = 6.57 bits per character and
requires that every character is used in equal distribution to obtain this value. A single char-
acter string, or a string made entirely of the same character, would have a maximum entropy
of lg(1) = 0 bits. This provides us with an upper (6.57 bits per character) and lower (0 bits
per character) bound on entropy for textual associations. Note that the entropy figures es-
sentially measure the use of the character set and as such the more varied the characters the
higher the entropy.

Initially we look at individual responses and calculate the number of bits required to repre-
sent the response and the average number of bits per character. The bits per character value
represents the situation in which an attacker knows both the character set and character
frequency of the response while preparing an attack. We then present the means of these
values for each image class and individual image.

The only significant effect observed after Bonferroni post hoc analysis was that the Textures
class has a significantly lower value of the number of bits per character than all other image
classes, F(4,1108)=5.49, p < 0.05, Faces: CI.95 = -.351 (lower), -.05 (upper), Fractals:
CI.95 = -.345 (lower) -0.49 (upper), Inkblots: CI.95 = -.363 (lower) -.067, Snowflakes: CI.95

= -.317 (lower) -.023 (upper). No other significance was observed (p > 0.05).
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Figure 6.7: Mean Number of Bits per Character for Image Classes

Figure 6.8: Mean Number of Bits per Character for Individual Images
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We then performed Bonferroni post hoc analysis on images within the image classes to as-
certain if there was significant effects between individual images in the same image class.

In the Snowflakes class we found that image 22 had significantly higher mean bits per
character than three other images in its class, F(4.11,197.285)=4.083, p < 0.05, Image 20:
CI.95 = .01 (lower) .693 (upper), Image 21: CI.95 = .174 (lower) .738 (upper), Image 24:
CI.95 = .117 (lower) .608 (upper). We believe this increase in entropy is caused at least
partially by the longer response length of this image as it would increase the character set
used in the responses.

We observed that within the Textures class there were a number of significant effects be-
tween individual images, F=(3.753,180.12)=5.508, p < 0.05. This was mostly caused by
image 28 which was significantly lower than images 29 and 30, Image 29: CI.95 = -.727
(lower) -.042 (upper), Image 30: CI.95 = -.773 (lower) -.169 (upper), p < 0.05. Image 25
had a significantly lower number of bits per character than image 30, CI.95 = -.623 (lower)
-.002 (upper), p < 0.05.

Figure 6.9: Mean Number of Bits per Response for Image Classes

The bits per response measure is the product of the length of the response and the num-
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ber of bits per character required to encode it and represents the number of bits necessary
to represent the response on its own assuming you know the exact character set and fre-
quency distribution in advance. The results showed that the number of bits per response
was significantly affected by the image class, F(3.62,1003.2) = 9.954, p < 0.05. Bonferroni
analysis indicated that Textures had significantly lower bits per response average than all
other classes, Faces: CI.95 = -30.85 (lower) -6.97 (upper), Fractals: CI.95 = -38.86 (lower)
-11.75 (upper), Inkblots: CI.95 = -37.64 (lower) -13.7 (upper), Snowflakes: CI.95 = -23.59
(lower) -2.76 (upper). The Snowflakes class was almost significantly different from the
Inkblots class but p was insufficiently small for it to be statistically significant (p ∼ 0.1).

Figure 6.10: Mean Number of Bits per Response for Individual Images

The only significant difference in bits per pass for individual images compared to images
within the same class was in the snowflakes class where images 21 and 22 differed signif-
icantly, F(4.15,199.3)=2.879, p < 0.05, CI.95 = -47.02 (lower) -6.401 (upper). There were
no other signficant differences (p > 0.05 in all other cases).
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The previous results showed the optimal encoding assuming known character set and fre-
quencies for a particular response, however that situation is unlikely. Our second approach
to entropy measures the entropy of the entire image class or individual image by concate-
nating all the responses for that image or class together and calculating the bits per character
needed to represent all the responses. This represents an attacker that knows only the char-
acter frequencies of the general population for a specific image class or image rather than
the distribution for a particular response.

Figure 6.11: Number of Bits per Character for General Population by Image Class

We then envisioned a scenario in which an attacker had a number of associations from a
user and wished to break into a site for which he did not have the association, to do this
we concatenated together all the users responses and calculated the Bits per char for this,
the results indicated that 4.33 (SE: 0.004) bits per char would be required if you knew the
distribution of characters favoured by a particular user.

All the responses were then concatenated to represent the general case of an attacker who
does not know the image class which resulted in a mean 4.52 bits required to represent each
character, this is the worst case for an attacker as they are likely to be able to gather this
distribution data without specific information about the user or image.
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Figure 6.12: Number of Bits per Character for General Population by Individual Image
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6.2.5 Levenshtein Distance

Levenshtein Distance[Lev65] is a measure of the least number of transformations that need
to be applied to a string to convert it into another string. We can use this to measure
the difference between two strings. This allows us to test responses provided by users to
determine how different they are to each other. In the results presented a high Levenshtein
distance is better. Levenshtein Distance is highly correlated with Length thus we use the
ratio of :

d =
AverageLevenshteinDistance

AverageLength

Figure 6.13: Average Levenshtein Distance / Average Length for Image classes

From these results we observe that the image class significantly affects the ratio of Leven-
shtein to Length, F(2.35,651.5)=52.246, p < 0.05. Snowflakes have a significantly lower
ratio than all other image classes and Textures have a significantly lower ratio than all other
image classes excluding Snowflakes. No other significant effects were observed.
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Significant differences for Image Classes : (all p < 0.05)
CI.95

Image Class Pair (Lower) (Upper)
Face – Snowflake .037 .054
Face – Texture .016 .042
Fractal – Snowflake .034 .068
Fractal – Texture .019 .051
Inkblot – Snowflake .034 .057
Inkblot – Texture .017 .042
Snowflake – Texture -.032 .000

We then performed an analysis of images within their image class to determine if the
Levenshtein ratio is affected by the individual images within the class. The results of a
Bonferroni analysis showed some images with significant differences within their classes
which are summarised here.

Figure 6.14: Average Levenshtein Distance / Average Length for Individual Images

In the Faces image class the variations were caused by division of sex along images 1,3 and
5 (Female faces) and images 2,4,6 (Male faces). The images of female faces had signifi-
cantly lower ratios than the images of male faces, F(1.519,75.93)=9.084, p < 0.05.
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Significant differences for Faces : (all p < 0.05)
CI.95

Image Pair (Lower) (Upper)
1–2 -.085 -.001
1–4 -.063 -.025
1–6 -.066 -.009
3–4 -.051 -.013
3–5 0.002 0.071
4–5 .038 .099
5–6 -.098 -.026

None of the Fractals differed significantly within the image class.

In the Inkblot class we observed that Black inkblots (13,15,17) have higher ratios than
coloured inkblots (14,16,18), F(1.585,79.268)=5.342, p < 0.05.

Significant differences for Inkblots : (all p < 0.05)
CI.95

Image Pair (Lower) (Upper)
13–14 .023 .086
13–15 .013 .067
13–16 .029 .091
14–15 -.027 -.002
16–17 -.090 -.002
17–18 .024 .076
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Our results from the Snowflake class indicate that the two highest scoring snowflakes (20
and 24), which were both generated using the maximum complexity options, had signifi-
cantly higher ratios than the other snowflakes, F(2.354,117.72)=6.151, p < 0.05.

Significant differences for Snowflakes : (all p < 0.05)
CI.95

Image Pair (Lower) (Upper)
19–20 -.093 -.035
19–24 -.067 -.023
20–21 .009 .096
20–22 .031 .100
20–23 .013 .114
22–24 -.089 -.005

In the textures class image 25 had a significantly higher Levenshtein ratio than images
28,29 and 30. Images 28 and 29 also showed a significantly lower performance, we at-
tribute this to the fact that textures 28 and 29 were both easily identifiable textures and as
such prompted very similar associations while the other textures were harder to identify,
F(2.077,103.84)=22.936, p < 0.05.

Significant differences for Textures : (all p < 0.05)
CI.95

Image Pair (Lower) (Upper)
25–28 .037 .145
25–29 .093 .238
25–30 .032 .073
26–28 .018 .090
26–29 .079 .177
27–29 .095 .160
28–29 .013 .136
29–30 -.179 -.046

We further observed that the minimum Levenshtein Distance between pairs of strings was
either 0 or 1 for all images - meaning that the exact, or almost exact, same textual associa-
tion had been made. This is equivalent in the traditional password model to users using the
same password.
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6.2.6 Smith Waterman

A Smith-Waterman[SW81] score can be used as a measure of the ability to perform a local
alignment on two strings for finding similar areas of the string. We can use this to measure
the similarity of the strings by way of common phrases or sequences of characters shared
by the strings. Unlike the Levenshtein Distance we want the Smith-Waterman score to be
as close to zero as possible, a zero score indicates the strings do not share any common
sequences. Like Levenshtein Distance the Smith-Waterman score is correlated with the
length of the strings it measures, hence we use the ratio of :

s =
AverageSmithWatermanScore

AverageLength

Figure 6.15: Average Smith-Waterman Score / Average Length for Image Classes

The results of the images class analysis indicate that the Smith-Waterman ratio is signif-
icantly affected by the type of image shown, F(1.79,496)=1487, p < 0.05. (Note that the
Standard Error bars on Figure 6.15 are too small to be visible). Bonferroni post hoc anal-
ysis showed that Inkblots had a lower Smith-Waterman ratio than all other image classes,
followed by Fractals, Snowflakes, Faces and then Textures.
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Significant differences for Image Classes : (all p < 0.05)
CI.95

Image Class Pair (Lower) (Upper)
Faces–Fractals .006 .007
Faces–Inkblots .009 .011
Faces–Snowflakes .003 .005
Faces–Textures -.009 .008
Fractals–Inkblots .003 .004
Fractals–Snowflakes -.003 .004
Fractals–Textures -.016 -.015
Inkblots–Snowflakes -.007 -.006
Inkblots–Textures -.019 -.018
Snowflakes–Textures -.013 -.012

Figure 6.16: Average Smith-Waterman Score / Average Length for Individual Images
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Our analysis of the Faces class indicates that faces with distinctive features or items of
clothing (example visible earrings in image 1 and beard in image 4) tend to score higher
Smith-Waterman ratios as these features are more readily commented on within the re-
sponse, F(1.905,91.45)=36.567, p < 0.05.

Significant differences for Faces : (all p < 0.05)
CI.95

Image (Lower) (Upper)
1–2 .007 .015
1–3 .012 .021
1–5 .008 .022
1–6 .014 .023
2–4 -.011 -.004
2–6 .002 .013
3–4 -.016 -.008
4–5 .003 .019
4–6 .010 .019
5–6 -.001 .009

The two fractals in images 7 and 11 demonstrated significantly higher Smith-Waterman
ratios than the other fractals, we believe this may be caused by the high level of symmetry
however would not explain why image 12 does not score a similarly high Smith-Waterman
ratio, F(1.725,85.62)=23.66, p < 0.05.

Significant differences for Fractals : (all p < 0.05)
CI.95

Image Pair (Lower) (Upper)
7–8 .006 .011
7–9 .005 .017
7–10 .006 .016
7–12 .004 .016
8–11 -.010 -.002
9–11 -.012 -.005
11–12 .004 .011
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We found that there was a significant decrease in Smith-Waterman ratios for images 15,16
and 18 compared to images 13, 14 and 17 within the Inkblots class, F(1.74,83.52)=42.196,
p < 0.05. It is possible this is related to the high blot density of these images, whereas
images 13, 14 and 17 were more spread out on the inkblot canvas.

Significant differences for Inkblots : (all p < 0.05)
CI.95

Image Pair (Lower) (Upper)
13–14 -.009 -.003
13–15 .005 .014
13–16 .004 .013
13–18 .000 .010
14–15 .010 .021
14–16 .009 .021
14–17 .003 .010
14–18 .005 .018
15–17 -.011 -.006
15–18 -.007 -.001
16–17 -.011 -.005
16–18 -.005 -.002
17–18 .001 .008
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We found that there was a significant difference in the Smith-Waterman ratio for the dif-
ferent snowflake images, F(1.53,73.565)=66.757, p < 0.05. The highest Smith-Waterman
ratios were images 19 and 21 which were the least complex of the snowflakes and had sig-
nificantly higher ratios than all other snowflakes. They were followed by the two most com-
plex images highlighted in the Levenshtein Distance analysis. The lowest Smith-Waterman
ratios were for images 22 and 23 which were generated using the maximum number of rays
(image 22) or the maximum complexity (image 23) but not both.

Significant differences for Snowflakes : (all p < 0.05)
CI.95

Image Pair (Lower) (Upper)
19–20 .017 .047
19–21 .002 .024
19–22 .028 .062
19–23 .032 .065
19–24 .022 .052
20–21 -.027 -.011
20–22 .007 .019
20–23 .009 .023
20–24 .001 .009
21–22 .024 .041
21–23 .027 .044
21–24 .018 .031
22–24 -.012 -.004
23–24 -.016 -.006
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The images within the texture class were also found to display significant differences by
image, F(1.268,60.878)=193.984, p < 0.05. The main comment to make on the analysis of
the texture images is the significantly higher Smith-Waterman ratios of images 28 and 29
which were previously highlighted as having poor performance in the Levenshtein Distance
measures. Image 30 had the lowest Smith-Waterman score in this class and was the hardest
to identify what the texture actually was.

Significant differences for Textures : (all p < 0.05)
CI.95

Image Pair (Lower) (Upper)
25–26 .007 .020
25–28 -.107 -.088
25–29 -.088 -.045
25–30 .020 .037
26–27 -.020 -.010
26–28 -.121 -.101
26–29 -.106 -.053
26–30 .010 .021
27–28 -.106 -.086
27–29 -.088 -.041
27–30 .024 .037
28–29 .011 .051
28–30 .112 .140
29–30 7.066 .124

This concludes the results of the first stage of our experiments. In the next section we
will present the results obtained in the second stage where users were asked to recall the
textual associations they had entered previously.
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6.3 Phase 1 / Stage 2

6.3.1 Answer Rate

The study for stage two involved 15 users who had also undertaken the previous stage of
the study who each provided 30 associations at each stage resulting in a maximum of 900
textual associations (450 for each stage), again because textual associations were optional
the actual number of associations gathered from these users was only 410 in the first stage
and 395 in the second.

The following tables list the number of responses gathered for each image and the totals
for the image classes.

Image Class Image Both First Only Second Only
Faces 1 13 0 0

2 12 0 1
3 13 0 0
4 15 0 0
5 13 1 0
6 13 0 0

Total 79 1 1

Image Class Image Both First Only Second Only
Fractals 7 13 1 1

8 14 0 0
9 12 0 0
10 13 0 0
11 13 1 0
12 13 0 0

Total 78 2 1

Image Class Image Both First Only Second Only
Inkblots 13 14 0 1

14 15 0 0
15 14 1 0
16 13 1 0
17 13 1 0
18 13 1 0

Total 82 4 1
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Image Class Image Both First Only Second Only
Snowflakes 19 13 1 0

20 12 2 0
21 13 0 0
22 14 0 0
23 12 1 0
24 13 1 0

Total 77 5 0

Image Class Image Both First Only Second Only
Textures 25 13 1 0

26 13 1 0
27 13 1 0
28 13 1 0
29 13 1 0
30 11 1 0

Total 76 6 0

We found that there was no significant effects between the image classes or individual
images as regards response rates in this trial (all p > 0.05. We attribute the fact that there
was a significant difference in stage 1 to the greater sample size in that experiment.

Figure 6.17: Response Rate for Image Classes
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Figure 6.18: Response Rate for Individual Images
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6.3.2 Memory vs Time

In this section we will investigate the performance of the users recall rate over time by using
the Levenshtein ratio to measure the difference between the users two responses plotted
for each image class over time. We present this data in the form of scattercharts with
smoothed lines for better readability; each data point on the scatter chart represents one
user’s responses.

Figure 6.19: Levenshtein Ratio over Time for Face Class
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Figure 6.20: Levenshtein Ratio over Time for Fractals Class

Figure 6.21: Levenshtein Ratio over Time for Inkblots Class

65



Figure 6.22: Levenshtein Ratio over Time for Snowflakes Class

Figure 6.23: Levenshtein Ratio over Time for Textures Class
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As demonstrated by the above images there are no statistical significance for Levenshtein
ratio over time by the image class. There is also no significance for Levenshtein ratio over
time by individual images, all p > 0.05. For the sake of conciseness we omit scattercharts
of Levenshtein ratio over time for each individual image. It is apparent that time is the
major factor for accuracy and that the drop off verses time would appear to be linear.

We provide Figure 6.24 which demonstrates the Levenshtein ratio over time for all images
with a linear trendline.

Figure 6.24: Levenshtein Ratio over Time for all Images

Based on the results from Sections 6.2 and 6.3 we decided that it would be best to implement
a live system using the inkblot image class as it performed consistently well compared to
the other image classes for the security of the image description. Since there was no effect
on memory for image classes we only considered their relative security when choosing
inkblots to be used. We discuss the results we obtained from this live system in the next
section.
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6.4 Phase 2 / Stage 3

6.4.1 Answer Rate

In the third stage of the study we created a live system, protected it with a joint inkblot
and password authentication system and invited users to register. Users were alternately
allocated between the inkblot and password group based on order of registration. In total
we had 17 users of each type who each registered an inkblot description or password. In
order to ensure that inkblot users would be able to form a textual association the inkblot
users were asked to design their own inkblots.

6.4.2 Comparison of Password Security to Inkblot Security

To compare the security of the Inkblot login method we chose to perform the bits per charac-
ter, length, bits per response and Levenshtein ratio tests on the two authentication methods
to determine which had the most effective security. For the purposes of these charts the
inkblot descriptions and passwords are both referred to as responses.

We found that the number of bits per character for inkblots (M = 2.91, SE: 0.15) was
significantly higher than passwords (M = 2.08, SE: 0.19), t(32)=3.38, p < 0.05. We also
calculated the bits per character for the entire inkblot group as 4.63 and the bits per charac-
ter for the entire password group as 4.28.
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Figure 6.25: Bits per Character
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Analysis then indicated that the length of the response in characters was significantly af-
fected by the login type and that the length of inkblot responses (M=11.12, SE: 1.71) was
significantly higher than the length of passwords (M: 6.00, SE: 0.6),t(19.88)=2.823, p <

0.05.

Figure 6.26: Response Length
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Since the number of bits per response is the product of the number of bits per character
and the number of characters we would expect the number of bits per response to also be
significantly affected by the login type. In fact this was the case, and we found that the
number of bits in the inkblot response (M: 36.01, SE: 7.13) was significantly higher than
the number of bits in the password response (M: 14.10, SE: 2.08), t(32)=2.947, p < 0.05.

Figure 6.27: Bits per Response
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We performed the Levenshtein ratio analysis as in the previous sections and discovered that
there was no significant difference between inkblot (M: 0.75, SE: 0.09) and password (M:
0.72, SE 0.15) Levenshtein ratios (p > 0.05), this is likely because the inkblot users were
all describing different inkblots and as such there were few common features in the blots.

Figure 6.28: Levenshtein Ratio

The final point to make regarding the security of the password is regards some very poor
password choices. 3 out of the 17 password users used their exact username as the password
and one user used a single character “h” as their password.
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6.4.3 Time to login (Usability)

To obtain a measure of comparative usability of the two systems we measured the amount
of time it took users to login to the system and found that inkblots (M: 11.59, SE: 1.87) took
significantly longer to login than passwords (M: 6.29, SE: 11.59), t(106)=2.3, p < 0.05. It
should be noted that the ratio of time to login for the two login types is similar to the ratio
of response length obtained in Section 6.4.2.

Figure 6.29: Time to Login (Seconds)
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6.4.4 Session Details

For comparison purposes we categorised sessions into five types as follows :

• Single successful attempt

• Single failed attempt

• Single failed attempt followed by success

• Several failed attempts followed by success

• Several failed attempts with no later success

During the course of our experiments we had no actual incidences of sessions that were
not eventually successful thus the only session types that actually occurred were a single
successful attempt, a single failure then success and several failures followed by success.
We believe this shows how users will generally be able to recover from failures.

Figure 6.30: Session Data for Inkblots
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Our results indicate that there is a much lower rate of errors for the password login type
than in the inkblot login type; we hypothesise that this may be due to our users familiarity
with the traditional password model.

Figure 6.31: Session Data for Passwords

In the next section we will discuss the results we have found in relation to our original
research questions followed by comparisons of usability and quality coefficients for the
password and inkblot login types.
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Chapter 7

Discussion

7.1 Summary

In this section we will summarise the results found in Section 6 before considering how
these results will affect the original questions we proposed in Section 3.2.

In Section 6.2 we performed an experiment to gather textual associations from images and
compared the resulting associations across image class and individual image boundaries.
The results in Section 6.2.1 showed that the Texture and Faces classes were the best classes
for response rate followed by the Fractals and Inkblots class and finally the Snowflakes
class which had the worst performance. Furthermore we found that the individual images
did not vary significantly within a class.

Section 6.2.2 was concerned with the length of the textual responses gathered and demon-
strated that the Inkblot and Fractals class had the longest responses and Textures the short-
est. The other classes had lengths between the two extremes. We found that examining the
length of the images within the image class resulted in only a single significant difference
between images which was for images 21 and 22 in the Snowflakes class.

We then looked at the character distribution for associations in Section 6.2.3 and observed
that the character frequencies resembled those of English. Although this is to be expected
with English textual descriptions it is worth noting that this is actually the case.

We then measured the level of entropy, or randomness, within the textual descriptions in
Section 6.2.4 and found that images in the Textures class were significantly less random
than the other image classes. There were no other significant effects within the image
classes however two images showed significantly different levels of randomness than other
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images within their classes. Image 22 (Snowflake) had significantly higher randomness
than the images 20,21 and 24 while image 28 (Texture) had significantly lower randomness
than images 29 and 30.

We then looked at the overall randomness of the textual association by measuring the num-
ber of bits per response and found that Textures had significantly lower number of bits per
response than all other classes and included two images that differed from each other sig-
nificantly (Images 22 and 25) in terms of number of bits per response.

We then looked at how different the responses given for each image were from each other in
Section 6.2.5 by measuring the Levenshtein distance between strings and then using this in
a ratio of Levenshtein distance over string length. The results indicated that the descriptions
in the Snowflakes class were the least different followed by the Textures class while the re-
maining three classes were roughly the same performance. Looking at the images within
the classes we found a number of significant effects on certain images. In the Faces class
we found that there was a division among the sex of the face shown and that the descrip-
tions for female faces were less different from each other than the male faces. There was no
such division in the Fractals although Inkblots had a division along colour where the simple
black and white images had higher average difference. The Snowflakes class had a divi-
sion along complexity where it seemed high complexity images encouraged results to have
higher average difference. The final class, Textures, showed a division along identifiability
where easily identifiable images had lower average difference. Our final observation for
Levenshtein distance was that in each image there was at least one case of people choosing
the same textual association ± 1 character.

In Section 6.2.6 we measured the similarity of responses by measuring local sequence align-
ment to find matching sequences of characters within the strings. This enabled us to find
substrings of the responses that were highly similar. We found that there was a significant
difference between all image classes in this analysis and that the Smith-Waterman ratio was
lowest (best) for Inkblots followed by Fractals, Snowflakes, Faces and then Textures. We
found that images in the Faces class were more similar if they had distinctive features such
as visible earrings or distinctive facial hair. Some of the Fractals images had higher similar-
ity which we believe may be caused by higher symmetry but the tests had a counter-example
to this theory which had high symmetry but did not score a similarly high Smith-Waterman
ratio. The Snowflakes image class divided into three levels of Smith-Waterman ratio, the
low to mid complex images had high ratios which the most complex and images generated
with maximum numbers of rays had much lower ratios. Like the Levenshtein results the
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most easily identifiable images had the highest Smith-Waterman ratios making them the
most similar.

In Section 6.3 we analysed the results of a second experiment where we asked the pre-
vious participants to repeat the study and attempt to enter the same associations they had
previously. We found that there was no difference on image recall for either image class
or for individual images and that declines in accuracy were primarily attributable to time
which appeared to have a roughly linear drop-off rate.

Section 6.4 detailed the results gathered from a third experiment where we implemented
a live system using Inkblots and traditional Password login types and compared the results
of a user base of 34 people using the system (17 in each group). In Section 6.4.2 we com-
pared the security of the inkblot derived responses gathered by the system to the passwords
used in the system and found that inkblots had more bits per character than passwords as
well as a larger number of characters and more bits per response. We also found that the
Levenshtein ratio for both login types was the same.

In Sections 6.4.3 and 6.4.4 we investigated the usability of the system by measuring the
time taken to login and login success rates for each user session. We found that inkblots
users take much longer to login on average, however the increased login time was in the
same ratio as ratio of the difference of the length of the response, so it is possible that the
extra login time is attributable to the extra time needed to key the longer inkblot response
in. We then found that there were more failures to login in the inkblot group but despite
initial failures all the users were able to login after retrying.

7.2 Revisiting the Research Questions

To determine the outcomes of this research we need to revisit our original scientific ques-
tions we posed in Section 3.2. Our first question was to determine if when users are pre-
sented with an image as a cue if they are able to generate textual associations and we can
make the assertion that this is the case and users can generate textual associations from
images based on the response rates we obtained in Sections 6.2.1 and 6.3.1.

The second question we posed was if when presented with the same image after a spe-
cific duration of time is the user able to recreate their textual association. The answer to this
is that they can although the accuracy of the recreation is decreased linearly by the amount
of time that has passed.
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We then asked if textual descriptions based on images were unpredictable enough to be
used as passwords and we believe that our comparison with the password login type in Sec-
tion 6.4.2 shows that this is the case.

Following up on our question on memory we asked if some image types offer better mem-
orability than other image types to which the reply is in the negative. We found that time
was the only appreciable factor in memorability and that the image type did not make any
statistical difference in this regard.

We then asked if some image types offer better security than other image types and found
that this was the case. In Sections 6.2.4, 6.2.5 and 6.2.6 we performed a number of com-
parisons between image classes and found that Textures and Snowflakes were consistently
poor performers while Inkblots and Fractals performed consistently well across all tests.

We had originally asked if inkblot type images encouraged higher strength descriptions
than other image types and as discussed above we found that they did. We also asked if
human faces encourage higher memorability than other image types but since the image
classes did not affect memorability this was not the case.

The next question posed was if variations within images in an image class resulted in dif-
ferent results for memorability than other images within the class but our results in Section
6.3 indicate this is not the case, we found that individual images had no bearing on memo-
rability of the textual associations.

We had asked if variations within the image class resulted in different levels of security
for the textual association than other images within the class and found that this was in-fact
the case for some images. In Section 6.2 we found that some of our image classes had im-
proved or decreased performance when generated or chosen with certain parameters. For
example we found that the descriptions of female faces had lower Levenshtein ratios mean-
ing they had lower average difference between strings.

We also asked questions regarding the usability of the system, in particular if the system
was more difficult to use than the traditional password system. In Section 6.4 we found that
users using the image login system tended to make more mistakes and take longer to login
than users using the traditional password system.
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We provide a short summary of the results in the following table.

Question Result
1. When presented with an image as a cue are users able to generate textual

√

associations?
2. When presented with the same image after a specific duration of time can

√

the user recreate their textual association?
3. Are textual descriptions based on images unpredictable enough to be used

√

as passwords?
4. Do some image types offer better memorability than other image types? ×
5. Do some image types offer better security than other image types?

√

6. Do inkblot-type image encourage higher strength descriptions than other
√

image types?
7. Do human faces encourage higher memorability than other image types? ×
8. Do variations within the image class result in altered memorability than ×

other images within the class?
9. Do variations within the image class result in altered security than other

√

images within the class?
10. Is the system more difficult to use than the traditional password systems?

√

7.3 Gestalt Laws

When we originally chose our image classes to be used in this experiment in Section 3.3 we
applied the Gestalt laws to choose images which exhibited Closure, Continuity, Proximity,
Similarity and Symmetry. We now wish to evaluate whether these laws had any effect on
the results of the experiment.

The images were evaluated and the following Gestalt laws were observed in the images
chosen.

Image Type Closure Continuity Proximity Similarity Symmetry
Faces

√ √ √

Fractals
√ √

Inkblot
√ √ √ √ √

Snowflakes
√ √ √ √ √

Textures
√ √ √ √
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We observe that Snowflakes and Inkblots image classes both exhibited elements of all 5
Gestalt laws however performed very differently in tests. We further observe that Fractals
which had the lowest number of Gestalt laws performed well.

Looking at each rule in turn we find that for each of the five rules the image classes that
were found to exhibit that rule varied in performance as did the image classes that did not
meet the rule. As such we do not believe that the Gestalt laws had any measurable effect on
the results of our image classes.

7.4 Usability

In Section 2.12 we listed the usability measures defined in ISO 9241-11[Org98] as effec-
tiveness, efficiency and satisfaction. The effectiveness metric is designed to measure the
ability of a user to accomplish a task and how many errors they make during the process,
it is typically goal oriented. The efficiency metric is the speed at which the user can ac-
complish the goal and the satisfaction metric measures how satisfied the user was with the
system and their performance in reaching their goal. We did not perform an evaluation of
user satisfaction due to time constraints but we examined the remaining two aspects in our
stage three experiment by comparing inkblots to passwords.

In the third stage of the experiments our users were presented with the goal of success-
fully logging into the system. In Section 6.4.4 we obtained the success rates of attempted
logins which provides us an effectiveness (or efficacy) metric for the users login attempts
to measure how well users accomplished the goal of logging in. Section 6.4.3 provides
measurements of the amount of time to login which provides us with a usability efficiency
metric which we can use to evaluate the efficiency of the login goal for each login type.

In both cases we found that the passwords had the higher usability score, in the effec-
tiveness tests we found that the users made more mistakes when logging in (failed login
attempts) and took longer to login. Since the mechanics of providing responses are the
same as passwords it may be possible that the differing performances may be simply due to
high user familiarity with the traditional password system. We also note that the length of
time to login (efficiency score) is higher for inkblots but remind the reader that the increase
in login time is proportional to the increase in number of characters in the response.
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7.5 Quality Coefficients

To further compare the inkblot login method with the traditional password method we in-
troduce the idea of Quality Coefficients as described by Renaud[Ren04].

In the following metrics we use ad, md, sd and vd to represent the root sum squares of
the 3 metrics (

√
x2 + y2 + z2) of the three coefficients for Accessibility, Memorability, Se-

curity and Vulnerability respectively.

We first examine the inkblot authentication system, the coefficient score indicates the rela-
tive severity of the problem using the metrics established in the referenced.

Accessibility (ad = 0.6)

Special Requirements 0 None

Convenience 0.25 Time consuming to design inkblots

Inclusivity 0.33 Cognitive

Memorability (md = 0.83)

Retrieval 0.5 Inkblot provides cue

Meaningfulness 0 Meaningful descriptions

Depth of Processing 0.67 Visual images

Security (sd = 1.41)

Predictability 1 Some users choose the same associations

Abundance 0 [a-zA-Z0-9 ]ˆ{11.12}

Disclosure 1 Can be written down

Vulnerability (vd = 1.41)

Confidentiality 1 Full

Privacy 0 No personal details required

Breakability 1 Vulnerable to keyboard tapper

The deficiency value (dweb) weighted for web site based systems is calculated as below. The
environmental quality (eqweb) indicator is simply the maximum score (13) subtracting the
deficiency score for that environment.

dweb = ad ∗1.5+md + sd ∗1.5+ vd

= 5.3

eqweb = 7.7
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We then repeat this exercise for traditional password authentication systems using the same
weights.

Accessibility (ad = 0.33)

Special Requirements 0 None

Convenience 0 Very convenient

Inclusivity 0.33 Congnitive

Memorability (md = 1.52)

Retrieval 1 Recall

Meaningfulness 0.33 Usually meaningful

Depth of Processing 1 Cursory

Security (sd = 1.58)

Predictability 1 Usually self-assigned

Abundance 0.5 [a-zA-Z0-9]ˆ{6}

Disclosure 1 Passwords are easy to record

Vulnerability (vd = 1.41)

Confidentiality 1 Full

Privacy 0 Not necessarily private

Breakability 1 Vulnerable to keyboard tapper and Dictionary attack

dweb = ad ∗1.5+md + sd ∗1.5+ vd

= 5.8

eqweb = 7.2

We therefore find that the environmental quality metric (eqweb) for inkblot based systems
is higher than the comparative password based system which indicates its greater suitability
in this regard.
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Chapter 8

Conclusion

In this research we initially introduced the idea of authentication where we showed the in-
convenience and monetary cost of forgotten and lost passwords.

Our literature review reveals that the current authentication systems in existence are lacking
due to insufficient memorability or security and showed that despite widespread adoption
the traditional password model had a number of drawbacks. These drawbacks were primar-
ily due to the choice of passwords resulting in either passwords which were very random
which were difficult to remember or passwords which were easy to remember but easier to
guess.

The individual advantages of graphical, associative and traditional passwords were dis-
cussed and analysis of the properties of these existing systems led us to conclude that to ad-
vance the state of the art it would be necessary to combine the advantages of these systems
to create an authentication system which used textual associations derived from images as
passwords.

After we detailed our improved authentication system this led us to detail a number of
hypotheses that define the properties we expect the system to adhere to based on the results
of our literature review. These hypotheses then guided the creation of a list of scientific
questions which need to be answered for testing the performance of the proposed system
and comparing it against traditional techniques.

These scientific questions prompted us to design a series of experiments designed to deter-
mine the validity of the hypotheses and to answer the questions. We explained our design
goals and methods which we would intend to use to test our authentication system.
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We detailed our results in Section 6 and provided a summary of the results in Section 7.1.
We believe that we have found some interesting results, including the importance of image
class choice for the quality of the textual association and its non-effect on memorability.
Our finding of linear memory drop-off was also unexpected but doubtless of note.

The results of our experiments indicate that the inkblot style authentication is certainly
feasible although has some usability issues relating to the length of time to login and the
number of errors made while logging in. We feel that by presenting this new inkblot authen-
tication system we have provided additional options for system designers and researchers.

Our final comment is that we believe the task of performing three user studies within the
allotted time-period was trying to do too much but that despite some minor timescale issues
the research was clearly a success and addressed all the questions we set out to answer.
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Chapter 9

Future Work

We would like to see further research into alternative authentication systems to improve
password choice and hope that this research has shown that such systems are both possible
and competitive to traditional authentication mechanisms. Such improved systems could
also attempt to improve usability of the authentication system. We would be very interested
in any system that could improve both security and usability.

Investigation into different types of cues or different image classes would seem prudent
to determine if any other type of cue can enduce better password choices or higher usability.

We would be especially interested in further studies concerning memory effects on other
authentication systems such as passwords to determine if they demonstrate the same be-
haviour of linear drop-off over time.

86



Chapter 10

Appendixes

10.1 Image Parameters

10.1.1 Faces

Images taken from Essex University Computer Vision Facial Databases[Spa06].

Face Description Image
1 Female with neutral expression faces94/female/asamma.6.jpg
2 Male with neutral expression faces95/sirmcb/sirmcb.14.jpg
3 Female smiling faces94/faces/phughe/phughe.15.jpg
4 Male smiling, beard, glasses faces94/malestaff/spacl.15.jpg
5 Female frowning faces94/female/vstros/vstros.16.jpg
6 Male frowning, beard faces95/mizli/mizli.15.jpg
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10.1.2 Fractals

Images generated using Ultra Fractal[Sli05].

Fractal 1
Location
Center (Re) 0
Center (Im) 0
Magnification 1
Rotation Angle 0.1
Stretch (X/Y) 1
Skew Angle 0
Left Top (Re) -2.003487611
Left Top (Im) 1.996506297
Right Top (Re) 1.996506297
Right Top (Im) 2.003487611
Right Bottom (Re) 2.003487611
Right Bottom (Im) -1.996506297
Formula
Newton
Drawing Method Guessing
Periodicity Checking Normal
Additional Precision 0
Maximum Iterations 100
Exponent (Re) 4
Exponent (Im) 0
Root (Re) 1
Root (Im) 0
Colouring Algorithm
Orbit Traps
Color Density 1
Transfer Function Log
Solid Color Black
Gradient Offset 0
Repeat Gradient
Trap Shape egg
–Diameter 1.0
–Order 4.0
Trap Colouring distance
Trap Mode closest
–Threshold 0.25
Trap Center (Re) 0
Trap Center (Im) 0
Aspect Ratio 1.0
Rotation 0.0

Fractal 2
Location
Center (Re) -0.91875000019
Center (Im) 1.1375
Magnification 11.428571
Rotation Angle -0.1532
Stretch (X/Y) 1
Skew Angle 0
Left Top (Re) -1.0932814589
Left Top (Im) 1.3129673032
Right Top (Re) -0.74328269697
Right Top (Im) 1.3120314588
Right Bottom (Re) -0.74421854144
Right Bottom (Im) 0.96203269678
Formula
Mandelbrot
Drawing Method Guessing
Periodicity Checking Normal
Additional Precision 0
Maximum Iterations 100
Starting Point (Re) 0
Starting Point (Im) 0
Power (Re) 2.5
Power (Im) 0
Bailout value 4
Colouring Algorithm
Orbit Traps
Color Density 1
Transfer Function Log
Solid Color Black
Gradient Offset 0
Repeat Gradient
Trap Shape ring
–Diameter 1.0
Trap Colouring distance
Trap Mode closest
–Threshold 0.25
Trap Center (Re) 0
Trap Center (Im) 0
Aspect Ratio 1.0
Rotation 0.0
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Fractal 3
Location
Center (Re) -0.59249094145
Center (Im) 0.56742365795
Magnification 25.511836
Rotation Angle -0.1532
Stretch (X/Y) 1
Skew Angle 0
Left Top (Re) -0.6706760313
Left Top (Im) 0.6460279793
Right Top (Re) -0.5138866201
Right Top (Im) 0.6456087479
Right Bottom (Re) -0.5143058516
Right Bottom (Im) 0.4888193366
Formula
Mandelbrot
Drawing Method Guessing
Periodicity Checking Normal
Additional Precision 0
Maximum Iterations 100
Starting Point (Re) 0
Starting Point (Im) 0
Power (Re) 2.5
Power (Im) 0
Bailout value 4
Colouring Algorithm
Orbit Traps
Color Density 1
Transfer Function Log
Solid Color Black
Gradient Offset 0
Repeat Gradient
Trap Shape ring
–Diameter 1.0
Trap Colouring distance
Trap Mode closest
–Threshold 0.25
Trap Center (Re) 0
Trap Center (Im) 0
Aspect Ratio 1.0
Rotation 0.0

Fractal 4
Location
Center (Re) 0.10000000059
Center (Im) 0.2796874990935
Magnification 7.5294117
Rotation Angle 0
Stretch (X/Y) 1
Skew Angle 0
Left Top (Re) -0.16562500169
Left Top (Im) 0.47890625081
Right Top (Re) 0.36562500287
Right Top (Im) 0.47890625081
Right Bottom (Re) 0.36562500287
Right Bottom (Im) 0.080468747381
Formula
Julia
Drawing Method Guessing
Periodicity Checking Normal
Additional Precision 0
Maximum Iterations 100
Julia Seed (Re) -0.84302
Julia Seed (Im) 0.22093
Bailout value 4.0
Colouring Algorithm
Smooth (Mandelbrot)
Colour Density 1
Transfer Function Linear
Solid Colour Black
Gradient Offset 0
Repeat Gradient
Exponent (Re) 2
Exponent (Im) 0
Bail-out value 128.0
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Fractal 5
Location
Center (Re) -0.029965048
Center (Im) -0.0200523295
Magnification 1.2987013
Rotation Angle 0.1
Stretch (X/y) 1
Skew Angle 0
Left Top (Re) -1.572650507
Left Top (Im) 1.517257518
Right Top (Re) 1.507344799
Right Top (Im) 1.522633129
Right Bottom (Re) 1.512720411
Right Bottom (Im) -1.557362177
Formula
Unity
Drawing Method Guessing
Periodicity Checking Normal
Additional Precision 0
Maximum Iterations 149
Colouring Algorithm
Gaussian Integer
Colour Density 0.25
Transfer Function Linear
Solid Colour Black
Gradient Offset 0
Repeat Gradient
Integer Type round(z)
Color By minimum distance
Normalization none

Fractal 6
Location
Center (Re) -0.5
Center (Im) 0
Magnification 1.5
Rotation Angle 90
Stretch (X/y) 1
Skew Angle 0
Left Top (Re) -1.833333333
Left Top (Im) -1.833333333
Right Top (Re) -1.833333333
Right Top (Im) 1.333333333
Right Bottom (Re) 0.8333333333
Right Bottom (Im) 1.333333333
Formula
Nova (Mandelbrot)
Drawing Method Guessing
Periodicity Checking Off
Additional Precision 0
Maximum Iterations 1000
Start Value (Re) 1
Start Value (Im) 0
Exponent (Re) 3
Exponent (Im) 0
Bailout 0.00001
Relaxation (Re) 1
Relaxation (Im) 0
Colouring Algorithm
Smooth (Mandelbrot)
Colour Density 0.5
Transfer Function Log
Solid Colour Black
Gradient Offset 0
Repeat Gradient
Exponent (Re) 2
Exponent (Im) 0
Bail-out value 128.0
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10.1.3 Inkblots

Images generated using the custom PHP script below.

1 <?
2
3 /∗
4 ∗ Simple PHP s c r i p t t o g e n e r a t e random i n k b l o t s
5 ∗ C o p y r i g h t : Tony McBryan 2005 onwards
6 ∗ F i l e H i s t o r y :
7 ∗ 1 1 / 6 / 2 0 0 5 − F i r s t w r i t t e n
8 ∗ 1 1 / 6 / 2 0 0 5 − B l o t s now c l u s t e r t o g e t h e r
9 ∗ − B l o t s much l a r g e r

10 ∗ − Fewer b l o t s
11 ∗ 0 1 / 3 / 2 0 0 6 − C o l o u r s
12 ∗ − P a r a m e r a t i s e d from GET i n p u t
13 ∗ − Seed p a r a m e r a t i s e d
14 ∗ /
15
16 f u n c t i o n v a l i d I n t ( $va r )
17 {
18 re turn i s s e t ( $va r)&& c t y p e d i g i t ( $va r ) ;
19 }
20
21 / / random number seed
22 i f ( v a l i d I n t ( $ GET [ ’seed’ ] ) )
23 {
24 mt srand ( $ GET [ ’seed’ ] ) ; / / s eed
25 }
26 / / e l s e i f m t s r a n d n o t c a l l e d t h e n i t s i m p l i e d
27
28 / / V a r i a b l e s t o change how b l o t s l ook
29 $imgWidth =250; / / t h e o u t p u t image w i l l a c t u a l l y be d ou b l e t h i s wid th
30 $imgHeight =500;
31 / / b l o t s t a t s ( can be p a r a m e r a t i s e d from g e t i n p u t )
32 / / d e f a u l t s : $maxDiameter =30; $minDiameter =0; $numbBlots =1500;
33 $maxDiameter =( v a l i d I n t ( $ GET [ ’maxDiameter’ ] ) ) ? $ GET [ ’maxDiameter’ ] : 3 0 ;
34 $minDiameter =( v a l i d I n t ( $ GET [ ’minDiameter’ ] ) ) ? $ GET [ ’minDiameter’ ] : 0 ;
35 $numbBlots =( v a l i d I n t ( $ GET [ ’numbBlots’ ] ) ) ? $ GET [ ’numbBlots’ ] : 1 5 0 0 ;
36
37 / / d i s t a n c e between b l o t s
38 / / d e f a u l t s : $maxSepera t ionH =15; $maxSepera t ionV =15;
39 $maxSepera t ionH =( v a l i d I n t ( $ GET [ ’maxSepH’ ] ) ) ? $ GET [ ’maxSepH’ ] : 1 5 ;
40 $maxSepera t ionV =( v a l i d I n t ( $ GET [ ’maxSepV’ ] ) ) ? $ GET [ ’maxSepV’ ] : 1 5 ;
41
42 / / number o f c o l o u r s
43 / / d e f a u l t = 1 ; ( b l a c k and w h i t e )
44 $numbpasses =( v a l i d I n t ( $ GET [ ’numbColors’ ] ) ) ? $ GET [ ’numbColors’ ] : 1 ;
45
46 / / D e f i ne .PNG image
47 header ( "Content -type: image/png" ) ;
48 / / C r e a t e image
49 / / a c t u a l image = 2∗ imgWidth as i n k b l o t i s m i r r o r e d
50 $image = imagecreate ( $imgWidth ∗2 , $ imgHeight ) ;
51
52 $ c o l o u r W h i t e = i m a g e c o l o r a l l o c a t e ( $image , 2 5 5 , 2 5 5 , 2 5 5 ) ; / / bkg c o l o u r
53
54
55 f o r ( $ c u r r e n t p a s s =0; $ c u r r e n t p a s s<$numbpasses ; $ c u r r e n t p a s s ++)
56 {
57 i f ( $numbpasses != 1)
58 {
59 $ c o l o u r B l a c k = i m a g e c o l o r a l l o c a t e ( $image ,
60 mt rand ( 0 , 2 5 5 ) ,
61 mt rand ( 0 , 2 5 5 ) ,
62 mt rand ( 0 , 2 5 5 ) ) ; / / b l o t c o l o u r
63 }
64 e l s e
65 {
66 $ c o l o u r B l a c k = i m a g e c o l o r a l l o c a t e ( $image , 0 , 0 , 0 ) ; / / b l a c k
67 }
68
69 / / make a s t a r t i n g p o s i t i o n
70 $hPosPrev = mt rand (0+ $maxDiameter , $imgWidth ) ;
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71 $vPosPrev = mt rand (0+ $maxDiameter , $imgHeight−$maxDiameter ) ;
72
73 / / make $numbBlots wor th o f b l o t s
74 f o r ( $ i =0 ; $i<$numbBlots ; $ i ++)
75 {
76
77 / / s e t bounds
78 $ l e f t B o u n d = $hPosPrev − $maxSepera t ionH ;
79 $ r i g h t B o u n d = $hPosPrev + $maxSepera t ionH ;
80
81 / / e s t a b l i s h s h i f t amount
82 i f ( $ l e f tBound<$maxDiameter )
83 {
84 / / s h i f t r i g h t
85 $ s h i f t =$maxDiameter−$ l e f t B o u n d ;
86 }
87 e l s e i f ( $ r igh tBound>$imgWidth )
88 {
89 / / s h i f t l e f t
90 $ s h i f t =$imgWidth−$ r i g h t B o u n d ;
91 / / n o t e t h i s w i l l be −ve number
92 }
93 e l s e
94 {
95 / / no s h i f t
96 $ s h i f t =0 ;
97 }
98
99 $ l e f t B o u n d = $ l e f t B o u n d + $ s h i f t ;

100 $ r i g h t B o u n d = $ r i g h t B o u n d + $ s h i f t ;
101
102 / / s e t V bounds
103 $topBound = $vPosPrev + $maxSepera t ionV ;
104 $bottomBound = $vPosPrev − $maxSepera t ionV ;
105
106 / / e s t a b l i s h V s h i f t s
107 i f ( $bottomBound<$maxDiameter )
108 {
109 / / s h i f t up
110 $ s h i f t = $maxDiameter ;
111 }
112 e l s e i f ( $topBound>($imgHeight−$maxDiameter ) )
113 {
114 / / s h i f t down
115 $ s h i f t = 0−$maxDiameter ;
116 }
117 e l s e
118 {
119 / / no s h i f t
120 $ s h i f t = 0 ;
121 }
122
123 $topBound=$topBound+ $ s h i f t ;
124 $bottomBound=$bottomBound+ $ s h i f t ;
125
126 / / b l o t p o s i t i o n
127 $hPos = mt rand ( $ l e f tBound , $ r i g h t B o u n d ) ;
128 $vPos = mt rand ( $bottomBound , $topBound ) ;
129
130 / / b l o t d i a m e t e r
131 $ d i a m e t e r = mt rand ( $minDiameter , $maxDiameter ) ;
132 $ h e i g h t = $ d i a m e t e r ;
133 $wid th = $ d i a m e t e r ;
134
135 / / n o t e l a s t p o s i t i o n
136 $hPosPrev = $hPos ;
137 $vPosPrev = $vPos ;
138
139
140 / / draw l e f t hand b l o t
141 i m a g e f i l l e d e l l i p s e ( $image , $hPos , $vPos , $width , $ h e i g h t , $ c o l o u r B l a c k ) ;
142
143 / / now make t h e m i r r o r e d v e r s i o n ( r i g h t hand s i d e ) o f i t
144 $hPos = $imgWidth∗2−$hPos ;
145 i m a g e f i l l e d e l l i p s e ( $image , $hPos , $vPos , $width , $ h e i g h t , $ c o l o u r B l a c k ) ;
146 }
147 $numbBlots = $numbBlots / 2 ;
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148 }
149
150 / / Outpu t image and d e s t r o y from memory
151 imagepng ( $image ) ;
152 imagedestroy ( $image ) ;
153
154 ?>

The following parameters were used to generate the images.

Inkblot 1
Colours 1 (Black)
Max Blot Diameter 25
Min Blot Diameter 0
Numb Blots (per colour) 1250
Max Seperation H 15
Max Seperation V 15

Inkblot 2
Colours 3
Max Blot Diameter 25
Min Blot Diameter 0
Numb Blots (per colour) 1000,500,250
Max Seperation H 15
Max Seperation V 15

Inkblot 3
Colours 1 (Black)
Max Blot Diameter 25
Min Blot Diameter 0
Numb Blots (per colour) 1250
Max Seperation H 15
Max Seperation V 15

Inkblot 4
Colours 5
Max Blot Diameter 25
Min Blot Diameter 0
Numb Blots (per colour) 1250,625,312,156,78
Max Seperation H 15
Max Seperation V 15

Inkblot 5
Colours 1 (Black)
Max Blot Diameter 25
Min Blot Diameter 0
Numb Blots (per colour) 1000
Max Seperation H 15
Max Seperation V 15

Inkblot 6
Colours 5
Max Blot Diameter 25
Min Blot Diameter 0
Numb Blots (per colour) 750,375,187,93,46
Max Seperation H 15
Max Seperation V 15
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10.1.4 Snowflakes

Images generated using Fractal Snowflake Generator[A.I04].

Snowflake 1
(medium settings)
rays 15
complexity 6
scaling 52
position 52
angle 87
rotate 0.0
scale 100
background blue
foreground white
anti-alias on
fade on
randomise on

Snowflake 2
(max rays, max complexity)
rays 30
complexity 12
scaling 106
position 100
angle 75
rotate 0.0
scale 10
background gray
foreground white
anti-alias on
fade on
randomise on

Snowflake 3
(min rays, min complexity)
rays 5
complexity 3
scaling 75
position 60
angle 160
rotate 0.0
scale 75
background black
foreground white
anti-alias on
fade on
randomise on

Snowflake 4
(max rays, min complexity)
rays 30
complexity 5
scaling 100
position 50
angle 50
rotate 0.0
scale 50
background purple
foreground white
anti-alias on
fade on
randomise on
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Snowflake 5
(min rays, max complexity)
rays 5
complexity 10
scaling 100
position 50
angle 60
rotate 0.0
scale 100
background yellow
foreground white
anti-alias on
fade on
randomise on

Snowflake 6
(min rays, max complexity)
rays 5
complexity 10
scaling 80
position 50
angle 15
rotate 0.0
scale 50
background white
foreground black
anti-alias on
fade on
randomise on

10.1.5 Textures

Images taken from the CUReT texture database[DGNK05].

Texture Image
1 Sample image of Limestone

http://www1.cs.columbia.edu/CAVE/curet/html/about36.html
2 Sample image of Sandpaper

http://www1.cs.columbia.edu/CAVE/curet/html/about06.html
3 Sample image of Tree Bark

http://www1.cs.columbia.edu/CAVE/curet/html/about58.html
4 Sample image of Lettuce Leaf

http://www1.cs.columbia.edu/CAVE/curet/html/about23.html
5 Sample image of Crumpled Paper

http://www1.cs.columbia.edu/CAVE/curet/html/about28.html
6 Sample image of Styrofoam

http://www1.cs.columbia.edu/CAVE/curet/html/about20.html
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