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Abstract. This chapter addresses the challenge of the configuration of modern in-
teractive systems (ubiquitous, context-sensitive, mobile et al.) where it is difficult
or impossible to predict the resources available for evolution, the criteria for judg-
ing the success of the evolution, and the degree to which human judgements must
be involved in the evaluation process used to determine the configuration. A con-
ceptual model of interactive system configuration over time is presented (known
as interaction evolution) which relies upon the following steps; (i) identification of
opportunities for change in a system, (ii) reflection on the available configuration
alternatives, (iii) decision-making and (iv) implementation, and finally iteration of
the process. This conceptual model underpins the development of a dynamic evo-
lution environment based on a notion of configuration evaluation functions (here-
after referred to as evaluation functions) that provides greater flexibility than cur-
rent solutions and, when supported by appropriate tools, can provide a richer set of
evaluation techniques and features that are difficult or impossible to implement in
current systems. Specifically this approach has support for changes to the approach,
style or mode of use for configuration. These features may result in more effective
systems, less effort involved to configure them, and a greater degree of control for
the user.
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1. Introduction

This chapter provides guidance to those interested in designing and building home care
systems which rely upon a variety of interaction modalities using a multitude of devices
such as those described in Chapter 7 of this book. The work in this chapter is specifically
aimed at addressing issues that arise when it is not possible to determine which of these
devices will be available, when they will be available or how they should be used within
the home. This chapter is aimed at those with a computing science or software develop-
ment background although some of the earlier sections may be of interest to home care
and tele-health care practitioners with an interest in the considerations made during the
design of home care systems.

Ubiquitous systems typically use large numbers of sensors to detect the state of the
environment of use [1] and offer multiple different devices and methods of interacting
with users [2]. The multiplicity and volatility of these contexts of use, including the
presence or absence of devices and resources, especially when the users or devices are



mobile, leads to a demand for systems that are capable of extensive and regular recon-
figuration with regard to choice of interactive techniques and components. In addition,
as the opportunities for reconfiguration grow, so does the likelihood that users will at-
tempt to appropriate their systems to exploit this flexibility, providing new application
functionality in new ways.

This situation has led to the development of software architectures and technologies
that enable this dynamic reconfiguration to take place, and also to the development of
a variety of techniques for carrying out this configuration. The latter range from con-
ventional preference settings through interactive configuration interfaces to autonomic
context-sensitive systems that adjust the form of interaction to the current state of the
user and setting. This may be based on sophisticated policies or via matching to previous
similar patterns of use. Each of these techniques is useful in certain circumstances and,
indeed, combinations of the techniques are also possible.

From both a design and an implementation point of view, it would be desirable to
treat all of these techniques in a unified way, as variants of a single coherent model of
configuration, so that they can be more easily compared, transformed, combined, refined
and swapped. This paper presents such a model, based on the notions of configuration
possibilities and evaluation functions over them. We shall argue that this model offers a
rich design space for a range of configurations, making it easier to combine techniques
and to develop new variants of existing ones.

2. Background

Many techniques for choosing an appropriate interaction technique or device have been
developed in the context of ubiquitous systems design. In this section we summarise
some of the most popular approaches with some exemplar implementations. This section
is intended to discuss the use of the system from the perspective of a typical user and
does not compare architectural features of particular approaches.

Kelly and Keenan [3] discuss the application of agile development methods to the
development of home care systems. Agile development involves an interative approach to
software development through the completion of user stories which represent high level
requests from the users. Subsequently as each user story is developed a new version of
the software can be delivered to the stakeholders and the existing stories can be revisited
after stakeholders have had some experience with the system. However, this obviously
requires ongoing collaboration between the developers of the system and the users and
does not permit for extensive individualisation of the system as modification is carried
out by software developers alone.

Thevenin and Coutaz [4] present the notion of plasticity that identifies equivalence of
usability as the primary criterion for assessing interaction adaptation. Their implementa-
tion demonstrates automatic and semi-automatic generation of user interfaces exhibiting
plasticity.

Manual configuration is frequently used to allow the user complete control over a
configuration. Using a manual approach it is necessary for the user to specifically make
a modification to the configuration when circumstances change. This configuration can
be stored in a configuration file, possibly expressed in an appropriate specification lan-
guage [5] but often commonly manipulated by an interactive editor such as Jigsaw [6]



which uses a ‘jigsaw pieces’ metaphor to enable a user to see the interconnection of de-
vices and to manipulate them to meet changes in demand. Another similar approach is
Speakeasy [7] that allows direct connections, as in Jigsaw, but also employs a task based
approach where templates are filled out with the appropriate devices by the user.

Context-sensitive systems choose the interaction techniques to use based on data
gathered from the user’s environment - their context. Schmidt [8] describes a hierarchical
model of context which includes the user model(s), social environment, task model, en-
vironmental conditions and physical infrastructure from which adaptations are derived.

Another approach is to define a ‘utility function’ that automatically decides which
interaction styles or devices should be used to communicate with the user based on crite-
ria chosen by the system developer at design time. These utility functions may then make
use of any contextual data gathered as part of the function. This is the approach taken by
Sousa and Garlan [9], where a utility function is used to express the combination of the
user’s preferences, the supplier’s preferences and quality of service preferences. The task
of making a choice is then an effort to maximise this utility function. This approach is
also found in Supple [10] which performs user interface adaptation according to a utility
rule based on pre-assigned weights for screen components.

Rule based reasoning can be used to select appropriate interaction techniques auto-
matically based on rules or policies manually set by the user. In the work of Connelly and
Khalil [11] this takes the form of policies for devices and interaction spaces being com-
bined to determine the interaction methods that are allowed to be used. This approach
is also a clear influence on the current work being undertaken by W3C Ubiquitous Web
Applications [12] where content and presentation are selected based on the characteris-
tics of the device(s) currently in use. Another approach used by the Comet architecture
(COntext of use Mouldable widgET) [13] is to employ introspective components that
publish quality of use guarantees for a set of contexts of use. Adaptations are triggered
by policies; the current context of use will be derived and compared against the quality
of use guarantees published by available Comets to make a decision on which compo-
nent should be used. Each component must therefore be able to identify its own quality
of use statistics in each of the contexts of use it is possible to appear in. It is also pos-
sible to use ‘recommender’ or collaborative filtering techniques to make the decision. A
recommender algorithm may use a collection of preference or usage histories and com-
pare them to similar information, either from the same user or from multiple users. This
approach is used in the Domino system [14] to determine which components a user has
access to, using a history of frequently used components from other users.

A final approach to be considered is employed by the ISATINE framework [15]
based on the USIXML mark up language. ISATINE is a multi-agent architecture that
decomposes the adaptation of a user interface into steps that can be achieved by the user,
the system and by other external stakeholders. The user can take control of the adap-
tation engine by explicitly selecting which adaptation rule to prefer from an adaptation
rule pool in order to express the goal of the adaptation more explicitly. However, this
does not provide a mechanism to utilise multiple configuration techniques at run-time.
All of these techniques are useful in certain circumstances, but currently no system pro-
vides a unified method of offering them all, separately or in combination. Our approach,
described below, is intended to provide this unification.



3. Sources of Change

3.1. Stakeholders

Adaptive and configurable systems can involve multiple users and/or multiple stakehold-
ers. Within a home environment there are likely to be partners living in the same space.
Friends and family living elsewhere may be involved in care or interested in its status.
There may be visiting medical personnel such as community nurses and remotely located
medical staff, such as a consultant in a clinic that the patient visits [16]. Within an office
or working environment, stakeholders may include friends and family who wish to stay
in touch during the course of the day, co-workers, management, customers and clients
as well as representatives from other companies or government agencies who may visit
during the course of the day.

These people are referred to as stakeholders [17] if they have a direct or indirect
interest in how the system works, in how the system is used, or in the data it generates
or provides. Many stakeholders may need or want to come into contact with the data
or devices of a home care system themselves directly, whether in the clients home or
remotely. In this case, these stakeholders have to be considered potential end users of
the home care system. Stakeholders would include external agencies responsible for de-
signing, installing, maintaining and prescribing the available equipment. They may also
be involved in changes in legislation or policy on how the devices or services can be
prescribed and used.

It is likely that with multiple occupants, end users and multiple stakeholders that
people’s needs, perspectives and accountabilities [18,19] will differ. In addition, these
might change over time as the condition of the person and the possible behaviours of the
systems change. A system’s configuration may be acceptable for some but not for others.
For example, the user may wish to have messages and alerts presented by speech, but this
might be annoying, disruptive or confusing to a visitor if delivered via loudspeakers while
they are present. Similarly, information provided on a TV might be disruptive of TV
use by others in the household. It might also allow private and potentially embarrassing
health information to be seen by others.

This can result in complex, dynamic and potentially conflicting needs and require-
ments. Therefore methods are needed for identifying, negotiating, and resolving these
changing requirements and interaction needs as the stakeholders interact with and use
adaptive systems [20].

3.2. Available devices and service

Adaptive systems should be capable of providing implicit, multi-modal, and non-
standard means of interacting to facilitate a more natural user experience. This is likely
to include the use of speech and non-speech audio [21], graphical output delivered via
mobile devices or digital TV, gesture input and tactile output. Allowing users the choice
of various modalities for different interaction tasks in different contexts is important [21].
Knowing which combination of these to use at any one time for any one purpose is
not straightforward and is subject to change later on as experience with a modality may
change how it is used.

New devices and services may become available purely as the person’s context or
location changes. Presenting information via the TV, for example, makes more sense in



the living room or a shared space than in the bathroom or an empty room. Presenting
information via a loudspeaker makes more sense if a person who prefers speech output
is present and there is no other audio output to that device at that time. As new devices
and services become available, the system must be able to accommodate these new ap-
proaches and users must be offered ways to interact with these devices and/or services.

3.3. Changing needs and conditions

A person’s needs and conditions, within the environment in which an adaptive system is
deployed, will change over time. This is especially true of home care systems. Home care
systems are particularly interesting as they pose some particular challenges in respect
to changing needs over time. Every patient or user of home care systems has a unique
lifestyle, living environment and course of life [22] and as such the systems must be able
to adapt and change to the users needs over time.

It is common in an ageing population that the people being cared for will have a
cluster of medical conditions to manage [23] such as diabetes, strokes, asthma, epilepsy
or orthopaedic conditions – some of which might interact with each other. This means
that a home care system must be capable of dealing with decisions on which rules to fol-
low if health indicators from different conditions or symptoms conflict with each other.
There is, of course, the added problem that conditions may be multiple not only with one
person but also with multiple persons living within the home. Users of home care tech-
nologies can be of any age and ability, but a large number of users are either elderly or
have physical, sensory or cognitive impairments, or some combination of these factors.
This results in a user group that should be offered appropriate choices of both traditional
and novel methods of interacting with the technology to increase accessibility for those
with impairments. Offering choices of modalities and interactions is desirable, and yet
not necessarily straightforward to achieve. It is necessary, therefore, that home care sys-
tems should be able to support preferences and capabilities that vary among users and
also as care needs change.

4. Evolution as a Process

Central to the theme of evolution is the idea that design and development occur concur-
rently, a notion that has been explored by Fischer et al. [24]. In this work Fischer pre-
sented a set of complementary systems for designing a kitchen and discovered that the
process of designing the kitchen would happen concurrently with the process of speci-
fying the kitchen; users would frequently revisit and improve or retune their designs as
they developed them. It is this style of activity that the process of evolution presented in
this section is designed to support.

Given the multiple aspects of change presented in Section 3, adaptive systems should
be able to adapt to dynamically changing requirements of the client themselves, other
relevant stakeholders and the situation of use. Allowing different users the choice of
interaction methods for different tasks in different contexts is important to ensure both
usability and acceptability.

Previous work has focused on dealing with short-term changes within a home envi-
ronment such as context aware systems [25,26] that react to situational changes. There



is a gap in the literature of methods for supporting longer term configuration. This chap-
ter reinforces the notion of interaction evolution in a ubiquitous system, particularly
over the long term. The concept of evolution used here is influenced by Dourish [27],
MacLean [28] and Fickas [29]. Each of these authors identifies the ability to evolve, tai-
lor and design a system by the user as a necessary feature for acceptance of ubiquitous
or adaptive systems.

Interaction evolution is broadly defined here as multiple related instances of inter-
action configuration (customisation or personalisation) over time that have the goal of
changing some aspect of the system’s interaction behaviour. For example, an elderly user
might develop a visual impairment (e.g. cataracts) that requires a reduction in depen-
dency on conventional visual displays.

Interaction configurations range from automatically-generated rapid changes based
on context to a process of modification driven by regular human reassessments of the
system and its effectiveness.

The process of evolution is modelled as one or more potentially linked configura-
tions, each of which consists of the following stages, which occur iteratively:

• identification of opportunities for changing the system - an event occurs which
indicates a change in the system or the environment that may allow (or require) a
change in configuration to occur

• reflection on alternative choices for change - the options for configuration can be
analysed in order to determine which configuration option(s) should be used

• decision-making - decisions on whether the system should or should not be re-
configured (based on the previous reflection on the available options) and, if so,
how it should be reconfigured;

• implementation - the chosen configuration is implemented.

Figure 1 shows this process as a spiral. The first configuration (1) shown by a solid
line is a configuration that has gone through one and a half iterations. The second (2),
indicated with a dotted line, shows another configuration that has only just been identified
and whose alternatives are under investigation. As shown in the figure it is possible to
have multiple configuration processes under way at the same time at different stages of
evolution. Each of these stages is now considered in turn.

At first glance this is similar to the idea of autonomic computing [30], an idea devel-
oped by IBM where elements manage themselves and integrate themselves into a system
based on high-level orders or policies written by an administrator. However, autonomic
computing is based upon the idea of a large number of self-regulating, self-managing
components which operate independently within a system but which negotiate in order
to cooperate with each other. Each autonomic component monitors itself in the form of
a closed control loop similar to the one described in this section. It continually checks
to see if there any other autonomic components that it can use which are superior to the
ones currently in use. However the configuration loop used in autonomic configuration
can affect the configuration of only a single autonomic component. Furthermore, the
ability of the component to configure itself is limited by the goals that can be represented
internally within the components.

These autonomic systems individually configure themselves while following poli-
cies that represent the aims or objectives of the administrator. Interaction between au-
tonomic components is based on the idea of cooperative negotiation [31]. Autonomic



Figure 1. Process of Interaction Evolution

components negotiate access to other components directly with these components. Sim-
ple forms of negotiation might be ‘first-come, first-served’ where components providing
a service will attempt to satisfy all requests until they run into resource limitations. In
some cases it might be that only a single request can be satisfied. More complex forms
of negotiation include bilateral negotiations over multiple attributes (price, service level,
priority) and may involve counteroffers.

However, mechanisms for negotiating, enforcing and reasoning about agreements
within autonomic computing are lacking, as are methods for translating them into con-
figurations [30].

Given the home care focus of the MATCH project, each step of this chapters ap-
proach is illustrated by the use of a running example taken from the home care domain.
The example has been validated by various stakeholders during focus groups and inter-
views with older users and health and social care professionals [32].

In this example, Fred and Shirley are an older couple with chronic conditions that
could be ameliorated by appropriate use of ubiquitous home care technology. In particu-
lar, Shirley has worsening arthritis and is no longer able to move around the house easily.
She relies on Fred for tasks such as controlling the heating system, closing the curtains
and for most household chores. Fred recently had a stroke. He is still physically fit but
has become more and more forgetful since the stroke and requires regular reminders for
when to take his medication. He is also hard of hearing. They have a daughter Fiona who
visits once a week and brings the shopping. A social care worker comes once a week
and has offered them additional help with their shopping and household chores, however
Shirley and Fred are happy doing things for themselves for now.



4.1. Identify opportunity for change

For an adaptive system to evolve it is necessary to be able to identify opportunities for
changing the devices and techniques the system uses to interact with the user. These op-
portunities are of many types, ranging from rapidly changing circumstances (e.g. ambi-
ent noise level) that need a rapid, probably automated change, to slowly emergent con-
ditions that require rigorous (human) analysis and gradual resolution (e.g. deterioration
of sight).

Identification of the opportunities for change within a system can include identifying
the devices that are available, which are currently in use, which have been added &
removed recently in the home care system, as well as the available interaction methods
or modality choices.

A candidate for interaction configuration is defined as as a combination of devices,
interaction techniques, modalities and supporting components required to instantiate a
new configuration in order to satisfy the needs of an application task providing some
functionality to the user (reminder notifications, streaming music, controlling devices,
etc).

Identification of opportunities for change can take many forms. They can be iden-
tified directly by Fred or Shirley, or another involved person, who can then take imme-
diate action to rectify the problem. Alternatively they may gradually become aware of a
deficiency in the current configuration before taking steps to address it.

In addition to identification of opportunities for change conducted by Fred and
Shirley, it is possible that as new devices, techniques or modalities are added to the sys-
tem with alternative, potentially better, devices can be substituted into current configura-
tions in an attempt to improve them. This could be detected automatically by the system
as it is running - perhaps using aggregate usage data of how other systems have config-
ured this new component in the past, It may be detected that it commonly replaces or is
used in conjunction with existing components.

4.2. Reflect / judge alternatives

Once an opportunity for change has been identified, it is necessary to characterise the
potential options for taking advantage of it. As with the opportunities themselves, the
identification, characterisation and analysis of the options may be straightforward and
automatable (e.g. presenting information to the user via the output devices currently
nearest to them). However it may be complex, difficult to describe and evaluate (e.g.
determining the alternatives for delivering a medical alert to a patient with progressive
ocular deterioration) perhaps needing the involvement of experts as well as decision-
support tools. Since many systems (including home care systems) are inherently multi-
user it may be necessary to support collaboration between various stakeholders and assist
in the description.

Once the options for change have been discovered, it is necessary to reason about
the available options and to determine their suitability. Some exemplar approaches of
reasoning are discussed here with reference to the example scenario presented in this
chapter, but there are a number of alternative approaches to reflection and judgement of
alternatives within the context of the model.

In an adaptive system, such as in a home care environment, it is likely that users will
have preferences for which devices or styles of interaction to use. However in a multi-



user environment it is likely that Fred and Shirley will not have the same preferences
all the time or in the same circumstances. Thus it is necessary to be able to incorporate
multiple criteria into a decision making process on how to accomplish a task.

Fred and Shirley have different capabilities for interaction - Fred has difficulty hear-
ing while Shirley has limited mobility. In this case, speech dialogue interactions may
make sense for Shirley as it eliminates problems with physically interacting with a home
care system, but this may be an inappropriate choice for Fred. These conditions are likely
to change over time and will need to be revisited periodically or when events force a
change. This must be supported as an additional interaction within the system.

When a visitor is present, such as daughter Fiona or the social care worker, this con-
textual change will affect the method of delivering information to the couple. Reminders
about medication or household chores may need to be suppressed while other people are
present in the home. This problem is exacerbated when the information to be presented
to the occupants is of a confidential or embarrassing nature. This requires that contextual
information be included in the decision making process.

To support these, and other, types of decision that would need to be made, it is
necessary to provide support for several different configuration techniques which allow
these decisions. It must be possible for users to be able to manually configure interaction:
they are the ultimate arbitrator over a configuration and can have the maximum level
of control at the expense of dynamic adaptability. It must be possible to include several
analytical reasoning components which operate over the set of possible configurations.
Examples of these might be location, preferences or contextual results such as ambient
environmental factors which can be directly measured, analysed and decided upon. It
must be possible to include techniques which interact with the user on an ongoing basis
to maintain relevance as opposed to a ‘fire and forget’ configuration which would become
less appropriate as conditions changed.

It may be possible to assess alternatives based on a record of previous usage (e.g.
identifying alternatives that have proved successful or otherwise in similar circum-
stances). This may be based on logging of user-system interactions or a record of special
events of interest (indicators of satisfaction or dissatisfaction) about the current config-
uration. In addition to using this information to evaluate alternatives it may also form
the basis of further evaluation such as trying out new configurations on an experimental
basis. Collaborative techniques, such as negotiated choices between interested parties or
collaborative filtering [33], are clearly important in a multi-user home. It is necessary
to support this ability to allow for conflicting sets of values to be combined in order to
decide on the best configuration to use.

Techniques discussed in this section range from fully automatic with no user inter-
action to those which involve ongoing interaction with the user as the primary concern.
Not all of these techniques are appropriate in every situation. The ability to allow for
a range of manual and automatic reasoning techniques is a requirement for an effective
decision on the correct configuration when making both short and long term changes.

4.3. Make decision

After reflection has taken place it is necessary to make a decision about whether a recon-
figuration will take place and, if so, what form it will take.

Both the decision itself and the resulting implementation of the configuration may be
deferred until a later time. That is, the opportunity for configuration may be identified and



recorded, but the actual configuration does not take place until later. This may be required
in situations where the user is currently busy and a change in modality or interaction style
would be a distraction from the task at hand. Alternatively, as in the visual deterioration
case, the opportunity may be known (e.g. the rate of deterioration may be predictable)
resulting in a plan for future reflection and decision making.

Decision-making, like reflection and analysis, may involve multiple agents and
hence multiple criteria. Multiple stakeholders might be present in a home care system
(such as Fred, Shirley and any visitors to their home). Their independent criteria must be
combined to make a choice of interaction, even if they are conflicting or contradictory,
so that a solution can be determined.

There are many different benefits and drawbacks resulting from the choice of ap-
proach used to combine criteria. Common issues arising from approaches to combin-
ing criteria from different sources are preventing dictatorship of one factor, maintaining
pareto-efficiency1 and independence of irrelevant alternatives. However, ubiquitous sys-
tems are not necessarily limited by the same constraints that other voting or combination
systems are. For example in some situations it may be the case that one criterion actually
does matter more than others.

To cope with the issues presented by different types of system it should be possible
for multiple such systems to be in use at the same time. This may use combined eval-
uations incorporating multiple approaches as well as separate evaluations for different
interaction tasks using different approaches.

4.4. Implement

Once a decision to make a change has been made it is necessary to transform an abstract
decision into an actual change in the configuration of the system. The precise method of
doing this will vary among systems. The required steps would be to identify the compo-
nents that have been newly selected to identify components that should be discontinued,
and to arrange the transition that is necessary to switch from one to the other.

Implementation is the ultimate proving ground for a configuration choice. Although
it is possible to guess or reason about the suitability of a configuration, it is only by
implementing it that it can be discovered if it is truly appropriate for the circumstances.

4.5. Iterate

The entire process of handling change is iterative and ongoing to support evolution of
interaction. People do not necessarily know in advance which interaction techniques and
devices will and will not work in different circumstances and may need to experiment
before deciding. This implies that each iteration should include an evaluation phase as
part of identification of opportunities for change. This will determine if the new configu-
ration meets the needs of the users better than it did previously. The users would typically
have to be involved in this step to make this judgement.

Over time, new criteria will emerge that will need to be reasoned about in order to
choose the best candidate for configuration. Examples of these might include new people
or devices moving into the home or a change in the criteria that should be applied. To
do this it must be possible to add new techniques or to change the techniques in use

1If every criteria prefers option A over option B then option A should always rank higher than option B



within the home. This requires allowing additions or removals from the active models at
runtime.

The concept of ongoing re-evaluation, discussed previously, requires a process of
evolution to improve the situation over time and through changing circumstances. To
accommodate this it must be possible to decide when it is appropriate to perform these
evolutionary steps. It may be desirable to change the active configuration as soon as a
new device or context change occurs. However in some circumstances it may be desirable
to limit the number of changes that take place, or to cause them to occur at a fixed time
or after a certain other event has taken place.

5. A Model of Interaction Evolution

The previous section discussed the process of interaction evolution for configuring inter-
active systems. This followed a series of steps starting from identification of opportunity
for change and working through reflection, decision making and implementation of the
configuration options in an iterative process.

This section introduces a model-based approach to configuration of interactive sys-
tems based on the concept of ‘evaluation functions’. This satisfies the requirements of
the process while providing a number of compelling features. The approach represents
each of the techniques that can be used for configuration within a unified model. It allows
designers to provide many configuration techniques in parallel or in combination that are
potentially modifiable at run-time and capable of being driven by user interaction.

It is beyond the scope of this chapter to provide technical details on the implementa-
tion of this approach. Interested readers are advised to consult McBryan [34] for a com-
prehensive discussion regarding the implementation of the MATCH framework which is
based upon the ideas presented here.

5.1. A Unified Model of Configuration

The model presented here is responsible for identifying opportunities for change as well
as reflecting on the alternatives available to make a change.

The concept of a ‘configuration possibility’ (hereafter, ‘possibility’) is introduced
which is an encapsulated solution (consisting of interaction components, techniques and
devices) that can offer interaction between a system task and a user. In terms of the model
presented here, the possibility may be composed of functional elements which are ab-
stract concepts, software or hardware. In a software implementation these must be real-
isable as software or must be able to be interacted with using some software component.
Accordingly a possibility includes any software elements needed to perform data trans-
formations related to the interaction, as well as references to the elements that will be
responsible for rendering the interaction via physical devices.

Possibility. A possibility p is defined as an ordered set of size n consisting of components
c from the set C (available interaction elements, techniques and devices) that can be
used with an application task t from the set of all application tasks T . Formally, p =
(t,c1,c2,c3 . . .cn|c ∈C, t ∈ T )



Figure 2. A typical configuration possibility

Consider a medication reminder for Fred; One of the possibilities, shown in Figure
2, might be to deliver the reminder via a speech synthesis system. The possibility would
include the software representing the physical device (the loudspeaker), the speech syn-
thesis system (responsible for converting text to speech) and the software that converts a
medication reminder into the appropriate textual alert.

A key concept in this work is the notion that it is possible to model an interactive
system as a directed graph of available components from which the available possibilities
can be derived. This graph can be constructed using a service discovery system that mod-
els relationships between available components. A directed graph is typically defined on
a given set of vertices V (in this case members of the set of components) and edges E.

Possibility Graph. A possibility graph G is defined as a pair (V,E) where V is a set of
vertices (V ⊆C) and E is a set of edges between the vertices E ⊆ {(u,v) |u, v ∈V}

By identifying interaction components, it is possible to traverse the graph with the
goal of constructing a complete set of possibilities that can be used with the applica-
tion task. This is accomplished by exploring the graph using a recursive graph traversal
algorithm to walk each route through the graph.

Traversal. A traversal is defined as a function (traverse) which operates over a graph
(G) parameterised with an application task (t). It returns a set of possibilities (P) such
that P = {p1, p2, p3 . . . pn} where P ← traverse(t)(G)

Figure 3 shows a typical, albeit simple, graph that may be constructed from the
data in a service discovery system (such as the Ontology Service Discovery described
in Chapter . In this graph different possibilities can be deduced (such as the loudspeaker
using polite text and a female voice). Also shown is output that requires the choice of
two of the intermediate components as well as a GUI that does not require intermediate
components and allows the reminder message to be displayed directly. By starting from
the reminder task as the root node, a graph traversal can be performed to determine each
possibility in the graph.

Once the graph has been built and traversed to create a set of possibilities, it is
possible to analyse the appropriateness of each possibility. To do this each possibility is
evaluated by using one, or many, evaluation functions.

The purpose of an evaluation function is to rank, filter or otherwise analyse these
possibilities to reduce them to a set of selected possibilities which represent a configu-
ration decision that has been made. Evaluation functions can have a many-to-many rela-



Figure 3. A typical graph

tionship with task assignments. There may be many evaluation functions used to review
the possibilities for the medication reminder task, and a single evaluation function may
be used simultaneously for many tasks. Approval and ranking evaluation functions are
used; which allow/disallow possibilities and assign scores to possibilities respectively.
Note specifically that the evaluation functions do not necessarily have the same return
semantics.

Approval Evaluation Function. An approval evaluation function (ϕ) is a restriction
(σ) over the set P producing the set P′ (a selection of appropriate possibilities from the
set of available possibilities). Formally, P′← σϕ(P)

Ranking Evaluation Function. A ranking evaluation function over the result (P′) ap-
plies a metric function (M) to score each possibility in P. Therefore, P′ ← {(p1,m1),
(p2,m2)...(pn,mn)|p ∈ P,m←M(p)}

Figure 4 shows one possible result from the application of two evaluation functions
(a ranking and an approval function) to some of the possibilities that have been generated
in the previous step. The Usage History Ranking is an example of an evaluation function
which uses the recommender approach to rank possibilities. The Doctor’s approval func-
tion allows or disallows possibilities; here the Male Speech synthesis is disallowed as it
sounds too similar to Fred and can confuse Shirley.

To allow multiple evaluation functions to be used with a single task it is possible to
use evaluation functions to combine results via function compositions (in effect a ‘meta-
evaluation function’). This allows the results of multiple approaches (implemented as
evaluation functions) to be combined into a single function that can be mapped onto the
task.

Meta-Evaluation Function. A meta-evaluation function is any function (F) which pro-
duces a new set of possibilities (P′) by combining the results of two or more existing sets
of possibilities (P1,P2 . . .Pn). Specifically, P′← F(P1,P2 . . .Pn)



Figure 4. Example results from the application of a ranking evaluation function and an approval evaluation
function

This approach would allow, for example, the selection of an interaction technique
for the notification task to be based on a combination of context-sensitive, manual and/or
automatic reasoning. A typical example of this might be that the users’ preferences are
weighted against the results of a collaborative filtering system receiving input from mul-
tiple users, based on the success of similar tasks.

Figure 5. Example results from the combination of two evaluation functions

Figure 5 shows one possible method by which the previous two evaluation functions
(one ranking and one approval) might be combined to determine which possibility to use
from the three available possibilities shown in Figure 4. As the Usage History Analysis
evaluation function is implemented as a ranking function it scores each of the possibilities
and the results are combined with the results of the doctor’s approval evaluation function



by a meta-function which removes any of the ranked possibilities which were not also
approved. A final meta-function selects the possibility with the lowest numerical rank
(corresponding to its position in the rankings). Possibility ‘C’ is the possibility with the
lowest numerical rank that was approved and was therefore selected.

Figure 6. Example results from the combination of three evaluation functions.

Functions can be replaced or changed at will to provide different results. Figure 6
shows how introducing a third evaluation function into the tree might affect the results.
The individually ranked results of both ranking functions (Usage History and Fred’s
Preferences) use a meta-function which combines the separate numerical rankings, e.g.
via weighted combination, to create a new ranking. This is then further combined with
the doctor’s approval evaluation function and evaluation proceeds as previously. In this
case the selected possibility is now ‘A’ as it has the lowest numerical rank that has also
been approved.

One feature of this is that the system has native support for combining multiple
criteria within a single evaluation process. Each criterion in the task can have its own
evaluation function(s) modelled after that criteria’s individual requirements, the results
of which can then be combined within the same framework. This allows the natural
specification of how criteria can be combined by changing the meta-evaluation function
being used to combine the results.

The eventual result of an evaluation function (or tree of evaluation functions) should
be the set of possibilities to use for interaction, as shown in Figures 5 and 6. In this case, a
single technique has been selected, although functions might enable multiple concurrent
techniques to be used.

Evaluation functions are a flexible method of reasoning about the available possibil-
ities and can be applied at different levels of granularity. Some evaluation functions may



consider an entire possibility while others may operate only over selected portions of a
possibility. For example, an evaluation function may consider only the choice of physical
output device in its reasoning. Evaluation functions may utilise external sources of data
such as context or usage history and can be parameterised such that a single evaluation
function may be reused in multiple situations (such as gathering of user preferences from
multiple stakeholders) or even called recursively.

It should be clear that, although the example used here is based on a single output of
a single application task, this model is generalisable to inputs as well as outputs, multiple
instances of the same application task and to multiple disparate tasks.

6. Conclusion

6.1. Process

This chapter has presented a process which encompasses the primary concepts within
interaction evolution as a four-stage iterative process. This is a continual approach and
is applied on an ongoing basis. This allows for an iterative decision making process to
support evolution of interaction. This design for system support builds upon the ideas
for evolution as multiple related instances of personalization or customization. It allows
for multiple instances of reflection and judging alternatives. It is capable of individually
reasoning over the candidates for evolution which are then combined to allow decision
making to take place.

The key features to ask how a system can be controlled is to ask:

• What is the system currently doing?
• What can it do?
• How can it be changed?

The process that has been presented has the minimum necessary steps to address
each of these questions.

Identification of opportunities for change - This is required to address the question
How can it be changed? The enumeration of choices of how a system can change depends
upon being able to identify the components that can be changed within a configuration
at the appropriate time.

Reflect / judge alternatives - Without the ability to reflect upon the available op-
portunities for change it is not possible to ask What can it do? This implies an ability
to differentiate the available options and to reason about the available opportunities in a
way which allows them to be selected.

Make decision - The need to decide on what the system should do is derived from
the questions What can it do? and How can it be changed? These questions both imply
that one or more of the things it can do will be selected before asking how the configura-
tion can be changed to this selection.

Implement - Once such a decision is made it is necessary to actually implement
it. Without being able to do so, determining What the system is currently doing? is not
possible as the current configuration cannot exist without it being implemented at some
previous point in time.



Iterate - Iteration is important as each of these questions can be asked repeatedly.
Once a new configuration has been made it is still possible to again ask these questions of
the new system configuration. This requires an acknowledgement of the iteration within
the process.

As should be evident, the process is best viewed as a collaborative activity involving
multiple human stakeholders interacting with the system itself (the target of change) and
computer-based support tools in order to make decisions. For this reason, an approach
that attempts to link these aspects via a common model is necessary.

6.2. Model

A model has been presented which is composed of a number of key components. These
are: (i) possibilities which encapsulate a particular implementable configuration, (ii) a
graph representation of elements within possibilities, (iii) an ability to traverse this graph
and obtain sets or lists of possibilities as a result, (iv) evaluation functions which can
reason over these sets of possibilities, and (v) an evaluation function tree structure which
allows for combination of disparate approaches. The execution of this model results in a
determination of which possibilities should be implemented.

The model presented in this chapter supports each stage of the process as follows:

Identify opportunities for change: These opportunities can occur in a number of
ways within the model. The most obvious is reconfiguration of the graph (or the source
of the graph) by addition, removal or modification of any of its entities. However, this
is only the coarsest form of identification available. Recall from the examples in this
chapter that evaluation functions can respond to external events or incorporate external
conditions into an evaluation.

Reflect / judge alternatives: The model proposed in this chapter is specifically de-
signed to allow for extensive reflection over alternatives and to allow this reflection to be
orchestrated by computational methods by human interaction or by some combination of
these. Specifically, evaluation functions implement a unit of reflection or analysis which
can be performed.

Make decision: Likewise, the decision making process is explicitly modelled by the
ability to combine evaluation functions (units of reflection) to arrive at a decision about
which configurations should be implemented. As this decision process is a combination
of evaluation functions it can incorporate any number of varied approaches, combinato-
rial or human centred, to arrive at the final decision.

Implement: Implementation of the selected configuration is accomplished by the
explicit representation of a unit of configuration for a task in the form of possibilities.
Possibilities contain all the information necessary for the system to implement a partic-
ular configuration.

Iterate / repeat: Finally, the process allows these steps to take place in an iterative
and ongoing process. The model presented here allows for a large number of temporal
behaviours. Evaluation functions can be queried in an on-demand or timed approach, or
they can proactively signal that the criteria they are monitoring have changed and that a
global reevaluation is necessary.



6.3. Deployment

The work in this chapter was implemented as part of the MATCH framework. The
MATCH framework is OSGi [35] based and allows for ‘bundles’ to be dynamically
loaded and unloaded at runtime. The MATCH framework then additionally adds support
for dynamic selection of interaction methods and devices using the techniques discussed
in this chapter. Two live deployments of this framework have been made as exploratory
technology probes into the mental models used by home care users to select interaction
techniques. These deployments found behaviour consistent with the process described in
Section 4.

During these deployments a number of observations were made regarding users con-
figuration behaviour. Specifically, (i) users place a high value on their perceived level of
control and ability to perceive and directly inspect the current configuration as well as
the rules which have been set, (ii) there is a wide variety of preferences between users in
terms of mental models for the most important foci for configuration (inputs vs. outputs,
people vs. devices) and (iii) configuration occurs as a combined result of evolutionary
changes to test new configurations and immediate changes inspired as a result of the
realisation of an incorrect configuration and knowledge of how to fix it.

Readers interested in the methodology and results of these deployments are directed
to McBryan [34].

6.4. Overview

This chapter has argued that, due to the dynamic nature of home care, novel methods
are required for the development of home care systems. It has detailed the features that
characterise home care and illustrates the complexity of the home care domain. It sug-
gests several features that should be available in requirements engineering for home care
technology and describes methods for system support for interaction evolution in home
care systems.

This chapter has presented a model-based approach to supporting configuration. The
approach allows for the combination of multiple techniques ranging from fully automatic
to fully interactive approaches for configuration, including various intermediate combi-
nations.

The approach described here expressed composition and function without using a
specific specification or description language. Instead supports the combination of multi-
ple disparate languages (for example; Java, ACCENT [36,37], MATLAB) within a single
configuration if so desired. The approach is intended to be realised as a tool supported
configuration system where evaluation functions can be combined and specified by the
stakeholders. However, it may prove useful to express configurations in the model via a
custom language.

The examples, described above, involve only the selection and configuration of out-
put components. However it is equally applicable to the selection, combination and con-
figuration of components involving both input and output.
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